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Sparse code multiple access (SCMA), as a code-domain non-orthogonal multiple access (NOMA) scheme, has received considerable research attention for enabling massive connectivity in future wireless communication systems. In this paper, we present a novel codebook (CB) design for SCMA based visible light communication (VLC) system, which suffers from the shot noise. In particular, we introduce an iterative algorithm for designing and optimizing CB by considering the impact of shot noise at the VLC receiver. Based on the proposed CB, we derive and analyze the theoretical bit error rate (BER) expression for the resultant SCMA-VLC system. The simulation results show that our proposed CBs outperform CBs in the existing literature for different loading factors with much less complexity. Further, the derived analytical BER expression well aligns with simulated results, especially in high signal power regions.
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I. INTRODUCTION

In recent years, visible light communication (VLC) has emerged as a reliable alternative to legacy radio-frequency (RF) based communication, especially for indoor scenarios. VLC offers various advantages such as unlicensed spectrum, free of electromagnetic interference, and ease of deployment using existing illumination infrastructure along with high-level security [1]–[3]. Besides, non-orthogonal multiple access (NOMA) has received increasing research attention in the past few years as a key technology for the enabling of massive machine type communication (mMTC) systems, in which a massive number of devices with very high density needs to be served [4], [5]. The primary concept behind NOMA is to serve multiple users over the same resource elements (frequency or time slots) using different codebooks (CBs) or power levels. This paper is concerned with the integration of VLC with a disruptive NOMA scheme, called sparse code multiple access (SCMA), where multiple users are served simultaneously with different sparsity structures of the CBs [6]. Message passing algorithm (MPA) is used for multi-user detection by taking advantage of the sparse CBs [7]. In SCMA, CB design plays a key role in the enhanced error rate performances [8].

To support multiple access in VLC, conventional orthogonal frequency division multiple access (OFDMA) may not be employed as VLC has the requirement of real and positive signal transmission. In order to overcome the above drawback, direct current-biased optical OFDMA (DCO-OFDMA) and asymmetrically clipped optical OFDMA (ACO-OFDMA) have been studied. However, DCO-OFDMA suffers from deteriorated bit error rate (BER), and ACO-OFDMA suffers from reduced spectral efficiency [9]. In comparison, SCMA can be combined with VLC to increase the spectral efficiency because of the following reasons [10]:

- The dominant line-of-sight (LOS) component and the short distance between light-emitting diode (LED) and photodetector (PD) give rise to a high signal-to-noise ratio (SNR) at VLC receiver, which helps improve the performance of SCMA.
- The limited modulation bandwidth of the LEDs can be efficiently utilized by SCMA to achieve high spectral efficiency.

Several research works incorporating SCMA in VLC (SCMA-VLC) systems have been presented in the literature. In [11], [12], experimental demonstration of SCMA-VLC system with overloading factor of 1.5 was reported. In [13], a hybrid power-domain SCMA was investigated for VLC, showing improved data rate at the cost of reduced transmission distance. In [14], color-domain SCMA was proposed for VLC for a large throughput gain over conventional white light SCMA system. All the above works used the predefined RF complex SCMA CBs and made suitable changes (such as Hermitian symmetry and DC-level shifting) so that they can be applied to the VLC system. The authors in [15] focused on SCMA constellation design for VLC system in the presence of thermal noise with six users and eight resource elements (REs). In [16] and [17], SCMA CB has been designed for three users with four REs considering the impact of varying shot noise in VLC systems. Although [15]–[17] have proposed SCMA CBs for different VLC systems, however, there is still a lack of literature on designing SCMA CBs with overloading factor greater than one while considering the presence of shot noise in VLC systems.

2The overloading factor of 1.5 means that the number of users is 1.5 times the number of resource elements.
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Previously, the analytical expression of BER has been discussed [18], [19] either for power-domain NOMA techniques or for single-carrier scheme (such as on-off keying) for shot noise incorporated VLC systems. However, SCMA is a multi-carrier scheme, and its BER analysis will be different from single-carrier schemes. Further, when the SCMA-VLC system incorporates varying shot noise, the conventional closed-form BER expression does not follow the simulation results. Therefore, an exact theoretical BER expression for shot noise incorporated SCMA-VLC system has been proposed in this work. To the best of our knowledge, this paper is the first known work that proposes the SCMA CB design with 1.5 overloading factor for VLC systems considering shot noise. The contributions of this paper are summarized as follows:

- A novel multidimensional, low-complex, and power-efficient SCMA CB designing technique has been proposed for shot noise incorporated VLC system utilizing the log-sum-exponential operation in the optimization objective function of CB design. The proposed CBs outperform CBs in the existing literature [16], [17] for different load factors with much less complexity.
- The proposed optimization problem and its solution lead to flexible SCMA CBs which can meet the need of SCMA-VLC systems with varying loading factors.
- The analytical expression of BER for SCMA-VLC system considering the shot noise has been derived. The simulation results show good agreement with the derived analytical BER expression, especially for higher signal power region.

The remainder of the paper is organized as follows. The SCMA-VLC system model is discussed in Section II. The proposed CB design and the theoretical BER expression for SCMA over shot noise VLC system are discussed in Section III. The results are presented and analyzed in Section IV. Section V concludes the paper.

**Notations:** Throughout this paper, \( x, \mathbf{x}, \mathbf{X} \) denote a scalar, vector and a matrix, respectively. Symbols \( x^T \) and \( \mathbf{X}^T \) represent transpose of \( x \) and \( \mathbf{X} \), respectively. The \( i \)th element of vector \( x \) is denoted by \( x_i \) and \( \mathbf{X}_{ij} \) denotes the \( i \)th row and \( j \)th column element of matrix \( \mathbf{X} \). Symbols \( \mathbb{B} \) and \( \mathbb{R}_{>0} \) represents the set of binary numbers and, real and positive numbers, respectively. The diagonal matrix is denoted by \( \text{diag}(\mathbf{x}) \) where the \( i \)th diagonal element is \( x_i \) and ‘\( \log(\mathbf{x}) \)’ denotes the natural logarithm of each element of \( \mathbf{x} \), respectively. The maximum value of \( f(x) \) as \( x \) is varied over all its possible values is denoted by ‘\( \max f(x) \)’. The probability density function (PDF) of a Gaussian random variable (RV) with mean \( \mu \) and variance \( \sigma^2 \) is denoted by \( \mathcal{N}\left(\mu, \sigma^2\right) \). The trace of a square matrix \( \mathbf{A} \) is denoted by \( \text{Tr}(\mathbf{A}) \) which is calculated by the sum of main diagonal elements of \( \mathbf{A} \). The selection of \( r \) elements from a set of \( n \) elements is denoted by \( \binom{n}{r} \) and \( \| \mathbf{x} \| \) denotes the L2 norm of \( \mathbf{x} \), respectively.

**II. SYSTEM MODEL**

**A. Input-dependent Gaussian noise**

In the VLC system, the optical receiver (i.e., PD) measures the intensity of the incident optical signal and converts it into electrical signal. The interaction of the incoming photons with the matter of PD is a statistical process [20]. The fluctuations in the number of photons detected, results in fluctuating current which cause shot noise at the optical receiver. The generated shot noise depends on the incident optical signal itself [21]–[23]. Further, the thermal motion of the electronic carriers result in fluctuating voltage known as thermal noise. In case of strong ambient light, the impact of thermal noise is more and the shot noise becomes very low. Thus, the noises at the VLC system are assumed to be independent of the received signal [24]–[26]. However, in case of indoor scenario, the distance between transmitter and receiver is less and the dominant signal is LOS [27], thus the received power is large. However, in practical VLC systems, typical illumination and communication scenarios offer very high SNR [28], [29]. In case of indoor scenario (as considered in our work), since the received power is large, the shot noise is more dominant and cannot be neglected. The variance of shot noise is given as

\[
\sigma_{sh}^2 = 2qx_pR\beta + 2qI_BI_2B, \tag{1}
\]

where \( q \) is the electronic charge, \( x_p \) is the intensity of incident optical signal, \( R \) is responsivity, \( I_B \) is the background noise current, and \( I_2 \) is the noise-bandwidth factor, and \( B \) is the effective bandwidth of the optical receiver.

The thermal noise is assumed to be Additive white Gaussian noise (AWGN), which is independent of the intensity of the incident signal [21]. The shot noise affected optical intensity channel can be distinguished as an input-dependent Gaussian noise (IDGN), where variance of IDGN can be used to characterise the physical properties of the VLC system [21], [30]. Consequently, the received signal \( y \) can be expressed as

\[
y = x_p + \sqrt{\frac{x_p}{\text{Z_1}}}Z_1 + Z_0, \quad y \in \mathbb{R}, \quad x_p \geq 0, \tag{2}
\]

where \( Z_1 \sim \mathcal{N}_\mathbb{R}(0, \varsigma^2\sigma^2) \) denotes a real Gaussian RV with zero mean and \( \varsigma^2\sigma^2 \) variance describing IDGN (shot noise), and \( Z_0 \sim \mathcal{N}_\mathbb{R}(0, \sigma^2) \) describes the thermal noise. Here, \( Z_1 \) and \( Z_0 \) are assumed to be independent, and \( \varsigma^2 \in [1, 10] \) denotes the strength of shot noise with respect to thermal noise. In an indoor scenario, as the transmitter and the receiver parameters change, the received power changes, and thus the shot noise varies. In this paper, the variation in shot noise has been depicted by considering different shot noise factor \( \varsigma^2 \) values.

**B. The SCMA-VLC Model**

Consider a downlink indoor LOS VLC system where multiple users are being served, each equipped with a single receiving device. Every \( J \) users are grouped together for SCMA, and each group is supported by \( K \) REs (e.g., time or frequency slots), providing the load factor \( \lambda = J/K. \)
In Fig.1, the data transmission and reception of six users ($J = 6$) on four REs ($K = 4$) with $\lambda = 1.5$ is shown.

At the transmitter, $b = \log_2 M$ bits are mapped to $K$-dimensional real and positive codewords, with $M$ number of codewords in a CB. These codewords are sparse vectors with $N$ non-zero elements, $K > N$. Each user has a dedicated CB allotted to it. The CB of $j$th user can be expressed as

$$A_j = V_j C_j, \quad \text{for } j = 1, \cdots, J, \quad (3)$$

where $V_j \in \mathbb{R}^{K \times N}$ and $C_j \in \mathbb{R}^{N \times M}$ denote the mapping matrix and constellation matrix of the $j$th user, respectively. The constellation matrix $C_j = [c^1_j, \cdots, c^M_j]$, where $c^m_j \in \mathbb{R}_{>0}^N$ denotes the $m$th constellation point of $C_j$. The whole CB structure of SCMA can be represented by the factor graph matrix, $F = (f_1, f_2, \cdots, f_f)$, where $f_j = \text{diag}(V_jV_j^T)$. The user $j$ being served by resource node (RN) $k$, if $F_{kj} = 1$ ($1 \leq k \leq K, 1 \leq j \leq J$). For a $4 \times 6$ SCMA block having $K = 4$ REs and $J = 6$ users, one example of the factor graph matrix of size $4 \times 6$ is given as

$$F_{4 \times 6} = \begin{bmatrix} 0 & 1 & 1 & 0 & 1 & 0 \\ 1 & 0 & 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & 1 & 0 & 1 \\ 1 & 0 & 0 & 1 & 1 & 0 \end{bmatrix}. \quad (4)$$

![Factor graph representation of 4 x 6 SCMA system with d = 3 and N = 2](image)

Fig. 2 shows an example of factor graph representation of six users (or Variable Nodes (VNs)) with four RNs, $N=2$ and data of $d_f$ users is being superimposed on each RN ($d_f = 3$ for $F_{4 \times 6}$ shown in (4)). The binary mapping matrices corresponding to the six users are given below

$$V_1 = \begin{bmatrix} 0 & 0 \\ 1 & 0 \\ 0 & 0 \\ 0 & 1 \end{bmatrix}, \quad V_2 = \begin{bmatrix} 1 & 0 \\ 0 & 0 \\ 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad V_3 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \end{bmatrix},$$

$$V_4 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 1 \end{bmatrix}, \quad V_5 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad V_6 = \begin{bmatrix} 0 & 0 \\ 1 & 0 \\ 0 & 0 \end{bmatrix}. \quad (5)$$

The set of CBs for $J$ users is dependent on the constellation matrices $C_j, \ j = 1, \cdots, J$ as the mapping matrices remain fixed as shown in (5). Assuming synchronous multiplexing between users, the received signal can be expressed as

$$y = \sum_{j=1}^{J} \text{diag}(h_j)x_j + \text{diag} \left( \sum_{j=1}^{J} \text{diag}(h_j)x_j \right) \frac{1}{2} n_{sh} + n_{th},$$

$$= \sum_{j=1}^{J} \text{diag}(h_j)V_jc_j + \text{diag} \left( \sum_{j=1}^{J} \text{diag}(h_j)V_jc_j \right) \frac{1}{2} n_{sh} + n_{th}, \quad (6)$$

where $x_j \in \mathbb{R}_{>0}^{K \times 1}$ is a codeword of $j$th user, $\text{diag}(h_j)$ denotes the channel matrix of $j$th user, the second term represents the IDGN with $n_{sh} \sim \mathcal{N}(0, c^2\sigma^2 I)$, and $n_{th} \sim \mathcal{N}(0, \sigma^2 I)$. The channels are assumed to be unit vectors for simplicity, and the extension to the general VLC values is straightforward. In case of the movement of the users, the channel characteristics of the users ($\text{diag}(h_j)$ of $j$th user in (6)) will be
affected. The random waypoint (RWP) mobility model is a simple and straightforward stochastic model that describes a human movement behavior in indoor scenarios [31]. In case of user mobility, the received signal expression remains same as (6), however the channel vector \( \mathbf{h} \) varies as per the RWP model in (6).

### C. SCMA-VLC Decoding

Assuming perfect channel estimation and the set of CBs known to receiver, the SCMA multi-user codeword \( \mathbf{X} = [x_1, x_2, \ldots, x_J] \) can be detected by solving the joint maximum a-posteriori (MAP) probability mass function (PMF) of the transmitted codewords [7], [32]. The estimated \( \hat{\mathbf{X}} \) can be written as

\[
\hat{\mathbf{X}} = \arg\max_{\mathbf{x} \in \mathcal{A}} p(\mathbf{X} | \mathbf{y}),
\]

where \( \mathcal{A} \) represents the set of codewords allotted to the \( j \)th user. The marginal distribution of (7) with respect to \( x_j \) (i.e., summing the joint PMF of multi-user codeword over all values of \( \mathbf{X} \) except \( x_j \)) leads to \( j \)th user detected symbol as

\[
\hat{x}_j = \arg\max_{x_j \in \mathcal{A}_j} \sum_{x_\neq j} p(\mathbf{X} | \mathbf{y}).
\]

Using Bayes’ rule

\[
\hat{x}_j = \arg\max_{x_j \in \mathcal{A}_j} \sum_{x_\neq j} f(\mathbf{y} | \mathbf{X}) P(\mathbf{X}),
\]

where \( P(\mathbf{X}) \) denotes the joint a-priori PMF of all transmitted codewords and \( f(\mathbf{y} | \mathbf{X}) \) denotes the conditional pdf of the received vector. Assuming noise components are independent and identically distributed for all REs. Then (9) becomes

\[
\hat{x}_j = \arg\max_{x_j \in \mathcal{A}_j} \sum_{x_\neq j} \left( P(\mathbf{X}) \prod_{k=1}^{K} f(y_k | \mathbf{X}) \right),
\]

for \( j = 1, \ldots, J \),

where \( y_k \) denotes the received signal at the \( k \)th RE. Solving the above marginal product of function (MPF) problem with brute force will lead to exponential complexity. Taking advantage of sparse CBs, this problem can be approximately solved by iterative MPA with moderate complexity [7], [33]. MPA works as a decoding algorithm based on passing the extrinsic information between RNs and VNs. The first message is passed from the leaf node (node which has only one neighboring node), and a node of degree \( d \) will remain idle until it has received messages from the \( d - 1 \) number of neighboring nodes. MPA involves a large number of exponential operations which are of high complexity. A mathematical simplification is to move MPA to logarithm domain and use Jacobian logarithm, which gives a simpler version called Max-Log-MPA [34]. With Jacobian logarithm, the log-sum of exponentials can be approximated as a maximum operation as shown below:

\[
\log(\exp(a_1) + \cdots + \exp(a_J)) \approx \max(a_1, \cdots, a_J).
\]

The Max-Log-MPA for detection of SCMA codewords in VLC is based on three steps as shown in Algorithm 1. Let \( \mathcal{C}_j \) and \( \mathcal{E}_k \) be the set of nodes connected to VN \( j \) and RN \( k \), respectively. Let \( \eta_{k \rightarrow j} \) and \( \eta_{j \rightarrow k} \) be the message passed from RN \( k \) to VN \( j \) and vice-versa. Also, \( r \in \mathcal{E}_k \setminus \{j\} \) denotes all the VNs of \( \mathcal{E}_k \) except VN \( j \) and \( d \in \mathcal{C}_j \setminus \{k\} \) denotes the RNs in \( \mathcal{C}_j \) except the \( k \)th RN.

In Algorithm 1, it is assumed that the received signal \( \mathbf{y} \) and all the CBs \( \mathcal{C}_j \), \( \forall j = 1, \ldots, J \) are known at the receiver. The total number of iterations considered in Step 2 are \( N_t \) and, VNs and RNs are updated for each iteration \( t \). Also, the channel coefficient between \( k \)th RN and \( m \)th VN is denoted by \( h_{km} \) and the codeword element transmitted by \( m \)th VN on \( k \)th RN is denoted by \( x_{km} \), respectively.

#### Algorithm 1: Max-Log-MPA

**Input:** \( y_j, \mathcal{C}_j, \forall j = 1, \ldots, J \).

**Output:** Estimated value of bits for \( j \)th user, \( \forall j = 1, \ldots, J \).

1. **Step 1: Initialization**

   The prior probability of each codeword: \( \psi_{d,j} = \log \frac{1}{2\pi} \).

2. **Step 2: Message passing along the nodes**

   for \( t = 1 \) to \( N_t \) do

   a) Update RN:

   \[
   \eta_{k \rightarrow j}(x_j) = \max_{x_j \in \mathcal{A}_j} \left( \frac{1}{2}\left| y_k - \sum_{m \in \mathcal{E}_k} h_{km} x_{km} \right|^2 + \sum_{r \in \mathcal{C}_j \setminus \{j\}} \eta_{r \rightarrow k}^{-1}(x_r) \right),
   \]

   b) Update VN:

   \[
   \eta_{j \rightarrow k}(x_j) = \log \left( \frac{1}{M} \right) + \sum_{d \in \mathcal{C}_j \setminus \{k\}} \eta_{d \rightarrow j}^{-1}(x_j).
   \]

3. **Step 3: Bit log-likelihood ratio (LLR)**

   The final belief computed at each VN is:

   \[
   \log \mathcal{L}_j(x_j) = \log \left( \frac{1}{M} \right) + \sum_{k \in \mathcal{C}_j} \eta_{k \rightarrow j}(x_j)
   \]

   The \( k \)th bit LLR at \( j \)th VN is

   \[
   LLR^k_j = \max_{\{x_j \in \mathcal{A}_j\}} \left( \log \mathcal{L}_j(x_j) \right) - \max_{\{x_j \in \mathcal{A}_j\}} \left( \log \mathcal{L}_j(x_j) \right),
   \]

   where, \( \kappa = 0 \) if \( LLR^k_j \) is positive otherwise \( \kappa = 1 \).

In the case of shot noise, the variance at each RN is different and dependent on the superimposed codeword element at the corresponding RN, while in the presence of only thermal noise, \( \varsigma^2 = 0 \), so \( \rho^2 = \sigma^2 \) and variance will be the same for all RNs. In case of three users scenario, the factor graph would not be cyclic and number of elements being superimposed on each RN would be different \( (d_f = 2 \text{ for } k = 1, 2 \text{ and } d_f = 1 \text{ for } k = 3, 4) \). Since \( d_f \) is different for different REs, therefore, Algorithm 1 will change accordingly [35].

The computational complexity of standard MPA and Max-Log-MPA considering the effect of shot noise in decoding is shown in Table I [36]. The number of operations is shown for
the update step of RN as shown in Step 2 (a) of Algorithm 1. Max-Log-MPA requires more addition operations and less multiplication operations than MPA. This gap of increase in addition and decrease in multiplication operations between MPA and Max-Log-MPA increases with the overloading factor.

### Table I

<table>
<thead>
<tr>
<th>Operations</th>
<th>MPA</th>
<th>Max-Log-MPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential</td>
<td>$M^{d_j} K d_j N_{st}$</td>
<td>$0$</td>
</tr>
<tr>
<td>Multiplication</td>
<td>$(d_f + 3) M^{d_j} K d_j N_{st}$</td>
<td>$4 M^{d_f} K d_j N_{st}$</td>
</tr>
<tr>
<td>Addition</td>
<td>$(2d_j + 2) M^{d_f} K d_j N_{st}$</td>
<td>$(3d_f + 1) M^{d_f} K d_j N_{st}$</td>
</tr>
<tr>
<td>Comparison</td>
<td>$0$</td>
<td>$M^{d_f} K d_j N_{st}$</td>
</tr>
</tbody>
</table>

III. CB DESIGN AND OPTIMIZATION

For SCMA CB design and optimization, most researchers aim for maximization of the minimum Euclidean distance (MED) between the superimposed codewords [37]–[39]. In this section, a method of designing constellation matrices $C = [C_1, \ldots, C_J] \in \mathbb{R}^{N \times M_J}$ is introduced and discussed as an optimization problem.

#### A. The Problem Formulation

In the AWGN channel, MED is taken as one of the key performance indicators for determining the performance of the designed SCMA CB. Let $s_i$ be a superimposed codeword from the combined constellation matrix $M = \{C_1, \ldots, C_J\} \in \mathbb{R}^{N \times M_J}$. Then, the MED between $s_i \in M_i$ and $s_j \in M_j$ is given as

$$d_{ij} = (s_i - s_j)^T (s_i - s_j), \quad \forall i < j \in \{1, M^J\}. \quad (12)$$

The MED emerge as a critical parameter because of the pairwise error probability (PEP) for AWGN channel which is given as

$$P'(s_i \rightarrow s_j) = Q \left( \sqrt{\frac{||s_i - s_j||^2}{2\sigma^2}} \right). \quad (13)$$

However, in case of IDGN, the PDF of the received signal $y$ is given as (assuming unit channel gain)

$$f(y | s_i) = \frac{1}{(2\pi)^{K/2} |\Sigma_i|^{1/2}} \exp \left\{ -\frac{1}{2} (y - s_i)^T \Sigma_i^{-1} (y - s_i) \right\}, \quad (14)$$

where $\Sigma_i = \text{diag}\{\sigma_i^2 \Sigma_i \}$ denotes the covariance matrix for the $s_i$th superimposed codeword. It can be seen from (14) that the variance is now dependent on the superimposed codeword.

In the case of only thermal noise, MED is taken as a critical parameter for designing CB where variance is independent of the superimposed codeword. However, in the case of shot noise, when variance is no longer independent, the conventional MED cannot serve as an optimal performance indicator. With the effect of shot noise, the shape of constellation points gets distorted. To mitigate the effect of IDGN, the authors in [16] introduced an improved optimization objective based on Rotated-MED for designing constellation matrices. The rotated Euclidean distance (RED) between superimposed codewords $s_i$ and $s_j$ can be expressed as

$$d_{ij} = (s_i - s_j)^T G_i \frac{1}{2} G_j^{-\frac{1}{2}} (s_i - s_j), \quad \forall i < j \in \{1, M^J\}, \quad (15)$$

where $G_i = \sigma^2 \text{diag}\{\sigma_i^2 \}$, $G_j = \sigma^2 \text{diag}\{\sigma_j^2 \}$ and $i \in \mathbb{R}^{K \times K}$ represents the Identity matrix. It is to be noted from (15) that the new parameter RED incorporates the shot noise effect while computing the Euclidean distance between superimposed codewords. The authors in [16] aimed at maximizing the rotated minimum Euclidean distance (R-MED) subject to the power constraints. The objective function proposed in [16] for SCMA CB design is given as

$$\max_{L \in \mathbb{R}^{N M_J \times 1}} \left\{ \min_{1 \leq i < j \leq M^J} d_{ij}(L) \right\}, \quad (16)$$

where $L = \text{vec}(C)$. This was further simplified as

$$\max_{L \in \mathbb{R}^{N M_J \times 1}, d_{\text{min}} > 0} d_{\text{min}}, \quad (17)$$

where $d_{\text{min}}$ denotes the minimum value of RED. It has been verified in [16] that R-MED based CB outperforms the MED based CB for VLC systems affected by shot noise. The results in [16] have shown that for $J = 3, K = 4, M = 4, \sigma^2 = 5$ and $\sigma^2 = 0.01$, BER of $10^{-3}$ is achieved at $P_c = 10$ and $P_c = 7$ for MED and R-MED based CBs, where $P_c$ denotes the maximum electrical power allotted to a user. Since from the literature we can understand that RED works as an important parameter for designing CB than MED, we have included RED in our optimization problem. Further, the authors in [17] introduced the concept of distance range (DR) based on the maximum and the minimum values of the RED. They have mentioned that for the low to medium SNR region, the BER is no longer dependent on just R-MED. The optimization problem proposed in [17] for CB designing is

$$\max_{d_{\text{min}} > 0, d_{\text{max}} > 0} \left\{ d_{\text{min}} - \alpha d_{\text{max}} \right\}, \quad (18a)$$

subject to

$$\frac{1}{M} \text{Tr}(C_i^T C_j) \leq P_c, \quad \forall i \in \{1, J\}, \quad (18b)$$

$$d_{ij} \geq d_{\text{min}}, \quad \forall i < j, \quad (18d)$$

$$d_{ij} \leq d_{\text{max}}, \quad \forall i < j, \quad (18e)$$

where $d_{\text{max}}$ denotes the maximum value of RED, and $\alpha > 0$ denotes the weighting factor. The objective function shown in (18a) is dependent on $d_{\text{min}}$ and $d_{\text{max}}$. The real and positive optical signal constraint is considered in (18b) and maximum electrical power constraint is considered in (18c). All the REDs will lie between $d_{\text{min}}$ and $d_{\text{max}}$. Also, it is to be noted that, lesser the overlapping between the constellation points of a user, better the performance of the designed CBs.
The objective function mentioned in (16) considers all the REDs while designing and optimizing the CBs to get optimum results. However, considering all the REDs makes the objective function non-convex and non-differentiable [40]. To solve (16), authors in [17] have proposed the objective function as shown in (18). It should be noted that the numerical methods used for solving the nonlinear maximin problem aim at approximating the \( F(x) = \min f_i(x) \) by close enough smooth functions, and the closeness of approximation decide the nearness to optimal solutions [41]. If we consider \( \sum_i \phi(f_i(x)) \), the approximation to \( F(x) \) becomes better when \( \phi(.) \) is a strong convex function (i.e., large positive second derivative). One approach to solve this non-convex problem is to use well known “log sum-exponentials” continuous approximation [42], [43]. With this approximation, the objective function in (16) transforms to

\[
\min_{L \in \mathbb{R}^{NMJ \times 1}} \frac{1}{\beta} \ln \left( \sum_{i \neq j} e^{-\beta d_{ij}(L)} \right), \quad (19)
\]

where \( \beta > 0 \) is a tuning parameter which results in the smoothness of (19) and affects the accuracy of the model.

- **Example 1:** Let \( \beta = 1 \), and there are two distances \( d_1 \gg d_2 \), then
  \[
  -\ln(e^{-d_1} + e^{-d_2}) \approx -\ln(e^{-d_2}) = d_2 = \min\{d_1, d_2\}.
  \]

The function in (19) is differentiable but still non-convex; however, optimization algorithms based on the derivation of the Hessian of the objective function can find the local optimal solution [44]. Also, if the objective function is optimized number of times with initialization from small set of random numbers and choosing the \( \beta \) parameter wisely, the likelihood of obtaining the global optimal solution increases [45]. Thus, the optimization problem is formulated as

\[
\min_{L \in \mathbb{R}^{NMJ \times 1}} \frac{1}{\beta} \ln \left( \sum_{i \neq j} e^{-\beta d_{ij}(L)} \right) \quad (20a)
\]

\[
\text{s.t.} \quad L_i > 0, \quad \forall \ i \in [1, NMJ], \quad (20b)
\]

\[
\frac{1}{M} \text{Tr}(C_j^T C_j) \leq P_e, \quad \forall \ j \in [1, J], \quad (20c)
\]

where (20b) denotes the real positive intensity constraint of the transmitted codeword elements and (20c) denotes that the average electrical power of the generated codewords should be less than the maximum electrical power (\( P_e \)) allotted per user. The optimization problem in (20) can be solved using commercially available solvers like MATLAB’s \textit{fmincon}. The procedure for solving the above optimization problem is summarized in Algorithm 2.

### C. Complexity Analysis

For the case of the proposed optimization problem in (20), initially, the set of all multiplexed vectors (or superimposed codewords) \( \mathbb{M}_e \) is computed. With \( J \) users and \( M \) number of codewords in the CB, the number of superimposed codewords obtained are \( M^J \), i.e., \( |\mathbb{M}_e| = M^J \). Since the complexity of operations such as addition and subtraction is \( O(1) \) therefore, the complexity of computing multiplexed vectors is \( O(JM^J) \). Next, for generating the covariance matrix (\( \Sigma_e \) for \( s_e \), superimposed codeword), each multiplexed vector is multiplied with the scalar \( \sigma^2 \) which results in the complexity \( O(KM^J) \). The complexity of computing RED (as shown in (15)) between two multiplexed vectors is \( O(K) \) as the length of each vector is \( K \) and the total number of multiplexed vectors is \( M^J \). Thus, the total number of REDs between \( M^J \) multiplexed vectors is \( (M^J)^2 \) and the total complexity for calculating REDs will be \( O(K(M^J)^2) \). Next, the complexity of computing the objective function (20a) is \( (M^J)^2 \). The complexity of constraints in (20b) and (20c) is \( O(1) \) since it includes addition and square operations. The maximum value of \( \beta \) at which the algorithm converges is denoted by \( \beta_{\text{max}} \) and number of iterations for the MATLAB’s \textit{fmincon} solver is \( N_{\text{it}} \), then total complexity to generate the constellation matrices for \( J \) users using Algorithm 2 is

\[
O_{\text{Logsum}} = |\beta_{\text{max}}| N_{\text{it}} (JM^J + KM^J + K (M^J)^2 + (M^J)^2 + 1)).
\]

If we take the most dominant part resulting for complexity, it is equal to \( O(\beta_{\text{max}} N_{\text{it}} K (M^J)^2) \).

In case of the DR based CB [17] optimization problem (as shown in (18)), the total complexity comes from the computation of the objective function and four constraints. The third and fourth distance based constraints (18d, 18e) are non-convex and are approximated using first order Taylor series [16]. From the calculation of multiplexed vectors, covariance matrices and REDs, the complexity is \( O(JM^J + KM^J + K (M^J)^2) \). The complexity of intensity and power constraints (18b, 18c) is \( O(1) \). For the approximation of two non-convex constraints (18d, 18e), firstly the coefficient matrix \( \Pi_e \) is calculated to obtain multiplexed vector \( s_e \) from \( L \) [16], and its complexity is \( M^J KNMJ \). Next, we found that the derivative of RED has the highest complexity because of the kronecker product operation involved. The derivative term has the complexity \( O((KNMJ)^2 (M^J)^2) \).

So, with \( N_{\text{out}} \) as total number of outer loop iterations, the

### Algorithm 2: SCMA CB Optimization Algorithm

**Step 1: Initialization:**
Randomly initialize \( L = L^0 \) satisfying the intensity and power constraints, \( \beta = 1 \).

**Step 2: Optimization:**
1: for \( \beta \leq 30 \) do
2: (a) Solve the optimization problem
3: \[
[f_e^t, L^t] \leftarrow \min \frac{1}{2} \ln \left( \sum_{i \neq j} e^{-\beta d_{ij}(L)} \right)
\]
subject to Constraints,
4: where \( f_e^t \) denotes the value of the objective function at the obtained solution \( L \) at \( t \)'th iteration.
5: (b) if \( |f_e^{t+1} - f_e^{t-1}| \geq 10^{-3} \) then
6: \( t'=t'+1 \); go to Step 2 (a);
7: else
8: \( \text{exit} \);
9: end if
10: end for

**Output:** \( L^t \) as the SCMA output constellation stacked vector.
total complexity is $O_{DR} = |O(N_{out}N_{it}(JM^J + KM^J + K(\frac{M^J}{2}) + (\frac{M^J}{2}) + 1 + M^JKNMJ + (KNMJ)^2 (\frac{M^J}{2})))]$. Taking only the dominant part, the complexity becomes $O(N_{out}N_{it}(KNMJ)^2 (\frac{M^J}{2}))$. It can be observed that the proposed Log-sum-exp scheme (20) has reduced the computation complexity of SCMA CB design by a significant amount from DR based CB optimization problem shown in (18).

D. Theoretical BER

SCMA is a multi-carrier scheme, i.e., the superimposed transmitted codeword $s_i = [s_1^i, \cdots, s_K^i]$ is a $K$ dimensional real codeword as discussed in Section II-B. In this section, the theoretical BER expression has been derived for the IDGN incorporated SCMA-VLC system. For only the thermal noise case, the PEP is given as (13). However, in the case of shot noise, the overall variance changes and is dependent on $\varsigma^2$ and the intensity of the incident optical signal. The error rate for the superimposed codeword $s_i$ is

$$P'(s_i) = \sum_{i' = 1}^{M^J-1} P'(s_i \rightarrow s_{i'})$$

$$= \sum_{i' = 1}^{M^J-1} Q\left(\sqrt{\frac{k}{2\nu_{i,k}}}|s_k^i - s_k^{i'}|^2\right),$$

where $s_k^i$ and $s_k^{i'}$ denotes the $k$th element of the superimposed codeword $s_i$ and $s_{i'}$, respectively. The $k$th diagonal element of the covariance matrix $\Sigma_i$ of the superimposed codeword $s_i$ is denoted by $\nu_{i,k}$. The diagonal element $\nu_{i,k}$ denotes the total variance at $k$th RE when $s_i$ was transmitted. The total probability of error is given as [46]

$$P_{err} = \frac{1}{J \log_2 M} \sum_{i=1}^{M^J} P_e(s_i) \sum_{i' = 1}^{M^J-1} h_d(s_{i'}, s_i)P'(s_i \rightarrow s_{i'})$$

where $P_e(s_i)$ denotes the a priori probability of $s_i$, $h_d(s_{i'}, s_i)$ denotes the bit error when $s_i$ is chosen over $s_{i'}$ and $P'(s_i \rightarrow s_{i'})$ denotes the PEP between $s_i$ and $s_{i'}$.

IV. RESULTS AND DISCUSSION

In this section, the simulation and theoretical results of the BER performance of the proposed SCMA CB are presented. Firstly, using Algorithm 2, we can generate the proposed CBs for different users. Further, Max-Log-MPA (as shown in Algorithm 1) has been used for multi-user detection.

A. RF based CBs Performance in VLC system

We consider the case where RF-based CBs are used for transmitting data over a VLC system. We consider the $4 \times 6$ SCMA CBs from [37] and [47]. RF CBs cannot be employed as it is, as the VLC system has the requirement of real and positive signal transmission. So, the complex codeword elements are divided into real and imaginary parts, which are then DC biased to get real and positive codeword elements [37], [47]. These real and positive codewords are transmitted over different REs. This way, the data of six users is transmitted over eight REs. Further, we have generated the Log-sum-exp based CB for six users and eight REs scenario using Algorithm 2. Fig. 3 shows the bit error rate (BER) performance of the Star QAM based CB [37], Huawei CB [47] and Log-sum-exp CBs for $K = 8$, $\sigma^2 = 0.01$, $M = 4$.

Fig. 3. BER performance comparison for $J = 6$ between Star QAM based CB [37], Huawei CB [47] and Log-sum-exp CBs for $K = 8$, $\sigma^2 = 0.01$, $M = 4$.

Fig. 4. SCMA constellations scatter plots with $J = 3$, $K = 4$, $P_e = 30$, $\varsigma^2 = 10$ (a)-(c): DR based constellation sets, (d)-(f): Log-sum-exp based constellation sets.
B. The case of three users

For the initial simulation, we consider the case where three users share four REs with $M = 4$ and the number of non-zero elements in the codeword is $N = 2$. The mapping matrices $V_1, V_2, V_3$ have the same values as shown in (5) (i.e., $d_f = 2$ for $k = 1, 2$ and $d_f = 1$ for $k = 3, 4$). For three users, the CBs (DR based and Log-sum-exp based) are generated by solving the optimization problems (18, 20) (CBs are shown in Appendix). For $J = 3$, Algorithm 2 is found to be converging for low values of $\beta$ (i.e., $\beta = 10$). Fig. 4 shows the 2-dimensional (2D) scatter plots of the generated DR based CBs (18) and the proposed Log-sum-exp based CBs (20) for $\varsigma^2 = 10$ and $P_e = 30$. It can be noted that the constellation points under DR criterion (18) are substantially overlapping as shown in Fig. 4(a)-4(c). However, the overlapping between proposed Log-sum-exp based constellation points for all three users is negligible as shown in Fig. 4(d)-4(f). As the overlapping increases between different constellation points, it becomes difficult for the receiver to detect the symbols correctly, and thus, the overall performance deteriorates.

Fig. 5 shows the bit error rate (BER) performance for three users of the proposed Log-sum-exp based (20) SCMA CBs and the DR based CBs (18), respectively. The negligible overlapping in the case of log-sum-exp CBs as compared to DR CBs (in Fig. 4), reasons the performance gain obtained in Fig. 5. For both CBs (DR based and Log-sum-exp based), Max-Log-MPA (Algorithm 1) has been used for multi-user detection. It can be noticed that for the low value of $\varsigma^2$ (e.g., $\varsigma^2 = 2$), BER performance of both CBs is close, and for high values of $\varsigma^2$ (e.g., $\varsigma^2 = 5, 10$), the proposed Log-sum-exp based CBs yield better performance gain as compared to DR based CBs. This suggests that the objective function with all the REDs results in better CB (i.e., Log-sum-exp based CB) than the CB with only minimum and maximum values of REDs (i.e., DR based CB). It is shown that our proposed CBs achieve the BER of $10^{-3}$ at $P_e = 15$ while DR based CB achieve it at $P_e \approx 20$ for $\varsigma^2 = 10$. This suggests that for large values of $\varsigma^2$, the advantage of the proposed Log-sum-exp based CB is more significant than DR based CB. Further, from the results it can inferred that, we can reduce the dimming level to $\frac{30 - 4}{30} = 86.6\%$ of designed power ($P_e = 30$) for $\varsigma^2 = 2$.

The bivariate normal density is specified by the 2D constellation points and the variance of these points in different dimensions. Fig. 6 shows the lines of the equal probability density functions of 2D SCMA constellations points with 95% confidence interval for $J = 3, K = 4, P_e = 30, \varsigma^2 = 10$ (a)-(c): DR based EPDLs, (d)-(f): Log-sum-exp based EPDLs.

Fig. 7. BER performance comparison for $J = 4$ between SCMA DR based CBs, Log-sum-exp CBs and OMA scheme for $\sigma^2 = 0.01, M = 4$. 

![Figure 5: BER performance comparison for $J = 3$ between DR based CBs and Log-sum-exp CBs for $\sigma^2 = 0.01, M = 4$.]
semi-minor axis are dependent on the eigenvalues, respectively [48]. For \( N = 2 \), the \( m \)th constellation point of the \( j \)th user is \( c_j^m \in \mathbb{R}_x^{2 \times 1} \), and the covariance matrix of this 2D constellation point is denoted by \( \Sigma_{c_j^m} \). So, the center of the ellipse is \( c_j^m \) and its shape is determined by \( \Sigma_{c_j^m} \). Fig. 6(a)-6(c) shows the lines of EPD for DR based constellation points and Fig. 6(d)-6(f) shows lines of EPD for Log-sum-exp based constellation points, respectively.

C. The case with four, five and six users (\( J = 4, 5, 6 \))

Consider the case where four users share four REs. The Log-sum-exp based CB is designed for four users using Algorithm 2, and its performance is compared with DR based CB. Fig. 7 shows the BER performance of four users where Log-sum-exp based CB outperforms DR based CBs for different values of \( \varsigma^2 \). The reason behind the performance difference can be understood from the level of overlapping between the constellation points for both CBs in Fig. 8. It can be observed in Fig. 8 that the DR based 2D constellation points suffer from significant overlapping, especially for user 1 (Fig. 8(a)) and user 4 (Fig. 8(d)), while Log-sum-exp based 2D constellation points are barely overlapping. This results in significant performance improvement for Log-sum-exp based CBs. Also in Fig. 7, the comparison with pulse amplitude modulation orthogonal multiple access (4 PAM-OMA) scheme is shown. It is noted that the proposed algorithm outperforms the OMA scheme for different values of
noise factors.

Table II

<table>
<thead>
<tr>
<th>Number of Users</th>
<th>$\varsigma^2$</th>
<th>$P_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>6.5</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>29</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>$&gt;50$</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>$&gt;50$</td>
</tr>
</tbody>
</table>

V. Conclusion

In this paper, a novel low-complex CB design technique has been proposed for SCMA-VLC system impaired by shot noise. This work emphasizes that the designing of specific CBs is required for the SCMA-VLC system. The proposed CBs are generated by optimizing the Log-sum of exponentials of all REDs between the superimposed codewords. With the inclusion of shot noise in the SCMA system, the overall noise variance is dependent on the strength of the incident signal, as shown in Algorithm 1. The proposed CBs provide improved BER performance as compared to CBs proposed in the existing literature along with reduced complexity. Further, the theoretical analysis of BER is also performed for the shot noise incorporated SCMA-VLC system. The simulated results were validated, and both the theoretical and simulated curves are in good agreement for high signal power regions. In the future, the performance of SCMA codebook can further be enhanced for lower $P_e$ by designing CBs considering lower dimming requirements, and improve the performance of higher load factor scenarios in the SCMA-VLC system.

Appendix

The DR criteria based SCMA CB for VLC system obtained for three users for $\varsigma^2 = 5$ and $P_e = 30$ is shown below:

\[
\begin{align*}
\text{CB}_1^{DR} & = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 3.1908 & 0.4595 & 0.1090 & 0.4907 \\ 0 & 0 & 0 & 0 \\ 4.6727 & 9.1620 & 1.8083 & 0.1476 \end{bmatrix}, \\
\text{CB}_2^{DR} & = \begin{bmatrix} 0.1074 & 2.9890 & 3.0405 & 0.1300 \\ 0 & 0 & 0 & 0 \\ 1.3517 & 0.1077 & 8.8601 & 4.5986 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \\
\text{CB}_3^{DR} & = \begin{bmatrix} 0.1119 & 0.1105 & 5.3128 & 5.3146 \\ 0.1123 & 5.6158 & 5.6235 & 0.1178 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}.
\end{align*}
\]
The Log-sum-exp based SCMA CB for VLC system obtained for three users for $\varsigma^2 = 5$ and $P_e = 30$ is shown below:

$$\mathbf{CB}_1^{LS} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 2.7712 & 0.0100 & 0.0100 & 2.6317 \\ 0 & 0 & 0 & 0 \\ 4.4089 & 9.1626 & 1.4151 & 0.0100 \end{bmatrix},$$

$$\mathbf{CB}_2^{LS} = \begin{bmatrix} 0.0100 & 2.7785 & 2.5709 & 0.0100 \\ 0 & 0 & 0 & 0 \\ 0.0100 & 1.4036 & 9.1888 & 4.3893 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

$$\mathbf{CB}_3^{LS} = \begin{bmatrix} 0.0100 & 5.4749 & 0.0100 & 5.4747 \\ 0.0100 & 5.4797 & 5.4796 & 0.0100 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}.$$

Next, the SCMA CB for VLC system generated for four users based on Log-sum-exp for $\varsigma^2 = 5$ and $P_e = 30$ is shown below:

$$\mathbf{CB}_1^{LS} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 1.5383 & 3.0405 & 0.0167 & 8.9796 \\ 0 & 0 & 0 & 0 \\ 1.3426 & 5.0483 & 0.0173 & 0.0374 \end{bmatrix},$$

$$\mathbf{CB}_2^{LS} = \begin{bmatrix} 0.0191 & 3.5636 & 4.1652 & 0.9455 \\ 0 & 0 & 0 & 0 \\ 0.0156 & 0.5631 & 8.9683 & 2.7765 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

$$\mathbf{CB}_3^{LS} = \begin{bmatrix} 0.0278 & 6.5059 & 0.0257 & 6.4581 \\ 0.0296 & 4.1903 & 4.2063 & 0.0268 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

$$\mathbf{CB}_4^{LS} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0.0207 & 1.5398 & 5.0348 & 0.0264 \end{bmatrix}. $$

Similarly, the SCMA CB for VLC system based on the proposed scheme for five users for $\varsigma^2 = 5$ and $P_e = 30$ is shown below:

$$\mathbf{CB}_1^{LS} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 1.8229 & 0.8713 & 0.0707 & 9.3633 \\ 0 & 0 & 0 & 0 \\ 0.2044 & 4.4911 & 1.5872 & 0.5904 \end{bmatrix},$$

$$\mathbf{CB}_2^{LS} = \begin{bmatrix} 1.3717 & 4.8155 & 1.2190 & 0.1399 \\ 0 & 0 & 0 & 0 \\ 0.0725 & 1.1399 & 9.0214 & 2.4409 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

$$\mathbf{CB}_3^{LS} = \begin{bmatrix} 0.1790 & 0.3468 & 2.3449 & 8.1443 \\ 0.0915 & 2.9830 & 5.7936 & 0.3253 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

$$\mathbf{CB}_4^{LS} = \begin{bmatrix} 0.0936 & 1.8345 & 4.8909 & 0.6543 \\ 1.1709 & 0.1005 & 2.2914 & 9.0194 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

$$\mathbf{CB}_5^{LS} = \begin{bmatrix} 3.1438 & 0.1500 & 6.2322 & 1.5089 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0.1397 & 1.4186 & 3.3720 & 6.4569 \end{bmatrix}.$$

At last, we show the SCMA CB for VLC system based on the proposed scheme for six users for $\varsigma^2 = 5$ and $P_e = 30$ as follows:

$$\mathbf{CB}_1^{LS} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0.8677 & 2.1631 & 0.0295 & 6.5262 \\ 0 & 0 & 0 & 0 \\ 1.8603 & 8.1426 & 0.0594 & 0.0741 \end{bmatrix},$$

$$\mathbf{CB}_2^{LS} = \begin{bmatrix} 0.8433 & 5.9356 & 2.0682 & 0.0335 \\ 0 & 0 & 0 & 0 \\ 0.0379 & 0.0580 & 8.6673 & 1.8618 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

$$\mathbf{CB}_3^{LS} = \begin{bmatrix} 0.1106 & 0.0293 & 1.9845 & 9.2333 \\ 0.0687 & 4.7442 & 2.2192 & 0.0930 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

$$\mathbf{CB}_4^{LS} = \begin{bmatrix} 0.0476 & 1.5733 & 5.8671 & 0.0408 \\ 1.0104 & 0.0347 & 0.4297 & 8.9561 \\ 0.0000 & 0.0000 & 0.0000 & 0.0000 \end{bmatrix},$$

$$\mathbf{CB}_5^{LS} = \begin{bmatrix} 3.2891 & 0.0679 & 3.8873 & 0.1111 \\ 0 & 0 & 0 & 0 \\ 0.0304 & 1.3519 & 3.6688 & 5.7811 \\ 0.0788 & 9.8115 & 0.0528 & 1.9884 \end{bmatrix},$$

$$\mathbf{CB}_6^{LS} = \begin{bmatrix} 3.9862 & 1.1829 & 0.7601 & 0.0323 \\ 0 & 0 & 0 & 0 \end{bmatrix}. $$
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