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ABSTRACT Beamforming using massive number of antennas in millimeter wave (mmWave) communication
is a promising solution for providing gigabits-per-second data rates in cellular networks. However, perfect
channel state information (CSI) estimation is a key requirement, which is not practically feasible in massive
multiple-input-multiple-output (MIMO) systems. Hence, compressive sensing (CS) and matrix completion
methods have been proposed in the literature to reduce the channel estimation overhead. In this paper, a
novel method utilizing partial canonical identity (PCI) based CS and matrix factorization (MF) framework,
henceforth termed as PCI-MF, has been proposed to recover complete mmWave CSI by estimating only a few
channel coefficients. Specifically, a few estimated noisy channel coefficients are represented as a combination
of PCI and discrete Fourier transform (DFT) matrix in a CS framework to recover the sparsest solution of the
channel matrix. This framework exploits the fact that both PCI and DFT matrices are highly incoherent. The
sparse matrix determined above has been used to recover the rank of the channel matrix. The knowledge of
the rank, along with the sparse coefficients recovered above, have been used jointly in a matrix factorization
framework to recover the actual channel matrix. PCI-MF has been compared with the conventional and the
state-of-the-art methods for two different datasets by varying parameters such as the number of transmitting
and receiving antennas, antenna configuration, signal-to-noise ratio and measurement ratio. In order to
validate the proposed method for realistic applications, one dataset is generated in a real-world setting in
the New York City.

INDEX TERMS Millimeter wave, beamforming, multiple-input-multiple-output systems, partial canonical
identity matrix, discrete Fourier transform, matrix factorization.

I. INTRODUCTION
To facilitate the vision of fifth-generation (5G) cellular stan-
dard, numerous advanced technologies such as shrinking
the cell’s size and advanced multiple-input-multiple-output
(MIMO) have been proposed in the literature [1], [2]. How-
ever, the existing microwave band (<6 GHz) is mostly oc-
cupied and may not be able to meet future demands even
after employing these technologies [3], [4]. Therefore, there
is a need to move to extremely high frequency (EHF) band
(30–300 GHz), also known as millimetre wave (mmWave)

band, which has the capability of providing data rates in
giga-bits-per-second (Gbps) [5], [6]. The transmission at such
high frequency comes at the expense of significant path at-
tenuation [7]. Therefore, to overcome the propagation losses
at mmWave frequencies, directional beamforming between
transmitter and receiver is employed by using multiple an-
tennas at both transmitter as well as receiver [8], [9]. Fortu-
nately, due to shorter wavelength of mmWave communication
system, more antennas can be placed together in a small
area because the separation required between consecutive
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antennas is around half of the signal’s wavelength at both the
transmitter as well as the receiver [10]. However, to provide
sufficient beamforming gain, a well-aligned narrow beam be-
tween transmitter and receiver is required, which requires per-
fect channel state information (CSI). Since mmWave massive
MIMO system utilizes multiple antennas at both transmitter
and receiver, estimation of channel coefficients between every
pair increases the overhead considerably.

To reduce the overhead, the problem of channel estimation
in mmWave massive MIMO is formulated as either beam-
alignment problem or compressive sensing (CS) problem.
In beam alignment, the transmitter and receiver search for
the best beam pair, which increases the feedback overhead
[11]–[13]. However, the CS problem exploits the sparse be-
haviour of mmWave channel [14]–[16] and does not require
feedback. Consequently, a few compressive measurements are
obtained to recover the entire CSI by using sparse recovery
methods, such as orthogonal matching pursuit (OMP) [17].
Apart from CS based techniques that exploit the sparse be-
haviour of mmWave channel, [18], [19] have exploited the
low-rank property of mmWave channel to recover the CSI.
In [18], [19] low-rank tensor factorization methods have been
employed, which improve the accuracy and reduce the com-
plexity as compared to the sparsity-based CS techniques. Re-
cently, researchers have exploited both low-rank as well as
sparse behaviour of mmWave channel to considerably im-
prove the accuracy of the estimated CSI [20], [21]. In [20], a
two-stage method has been developed for mmWave channel
estimation, where the low-rank property in a matrix com-
pletion framework [22] and the sparse property in a sparse
recovery framework have been used in two consecutive stages.
Unlike above, in [21] both low-rank as well as the sparse prop-
erty of mmWave channel matrix have been exploited jointly
to obtain the entire CSI from a few channel coefficients. It
uses an alternating direction method of multipliers (ADMM)
for jointly exploiting the low-rank and sparse properties in
a matrix completion framework. Simulations show consider-
able improvement in channel estimation in [21] as compared
to [20].

The performance of existing methods is still restricted be-
cause these methods are not leveraging the known properties
of mmWave massive MIMO channel matrix judiciously. In
this paper, a joint framework utilizing partial canonical iden-
tity (PCI) based CS and matrix factorization (MF) named as
“PCI-MF” has been proposed to recover complete CSI from a
few noisy mmWave channel coefficients. The mmWave chan-
nel matrix is modeled as a two dimensional discrete Fourier
transform (DFT) form of a sparse matrix due to the direc-
tional beamforming [23]. Since PCI and DFT matrices are
mutually incoherent, the Fourier representation of the channel
matrix is utilized in PCI based CS framework to estimate the
sparse matrix associated with the channel matrix in the DFT
domain. The rank of the channel matrix (or the number of
dominant paths) is estimated by calculating the number of
non-zero coefficients in the above estimated sparse matrix.
This estimated rank and sparse coefficients have been used

jointly in a MF framework to recover the channel matrix.
The main contributions of the proposed method, PCI-MF have
been summarized below:
� Unlike the existing algorithm of [24], PCI-MF is not

constrained that the number of minimum transmis-
sions during training phase should be greater than or
equal to the total number of transmitter antennas (NT).
Hence, it can estimate the full CSI from a few channel
coefficients.

� PCI-MF has been shown to estimate the massive MIMO
mmWave channel more accurately as compared to recent
state-of-the-art algorithms such as [20], [21] and hence,
provides a better achievable spectrum efficiency (ASE)
for a mmWave MIMO communication system. For in-
stance, it has been shown that at 25 dB SNR and 32
× 32 MIMO configuration, PCI-MF is able to achieve
ASE of 16.09 bits/sec/Hz with only 30% of CSI, which is
comparable to ASE achieved when full CSI is available.

� The improvement in the performance of PCI-MF has
also been verified against numerous parameters such
as antenna configuration (uniform linear array, uniform
planar array), MIMO configurations (32 × 32, 64 ×
64), operating frequencies (28 GHz, 92 GHz) and fading
channel models (Rayleigh fading and Nakagami fading).

� Results have also been verified on realistic data given
in [25], [26]. PCI-MF is obtaining 5.45 dB and 16.93 dB
improvement with 10% and 90% availability of channel
information as compared to the existing methods.

Notations: X′, X∗ and XH denote the transpose, conju-
gate, and the Hermitian (conjugate transpose) of matrix X,
respectively. The element corresponding to the ith row and
jth column of a matrix X is represented by X (i, j). The ith

element of a vector x is represented as x(i). The vectorization
of matrix X is denoted as X(:). Da is a normalized DFT matrix
of size a × a. X ⊗ Y and X � Y represent the Kronecker and
Hadamard products between matrices X and Y, respectively.
The l p norm of a matrix or a vector is represented as || · ||p. Bi-
nary, complex and real matrices of size a × b are represented
by B

a×b, Ca×b and �a×b, respectively. A random variable Z
with Gaussian distribution with mean μg and variance σ 2

g is
represented as Z ∼ N(μg, σ

2
g ). Similarly, the complex Gaus-

sian random variable will be represented as Z ∼ CN(μg, σ
2
g ).

An exponentially distributed random variable Z with mean
λ−1

e is denoted as Z ∼ ε(λe). The Rayleigh distribution with
variance σ 2

r is represented as Z ∼ R(σ 2
r ). Further, a ran-

dom variable with the Nakagami distribution is denoted as
Z ∼ NG(m,�), where m is the shape parameter and � is
the controlling parameter. Moreover, Poisson distribution with
mean μpo and Laplace distribution with standard deviation σl p

are represented as Z ∼ P(μpo) and Z ∼ L(σl p), respectively.
Lastly, a uniformly distributed Z between variables au and bu

is represented as Z ∼ U(au, bu). ∼ is used to indicate “has the
distribution of”.

The rest of the paper is organized as follows. Section II
describes the channel and system model of mmWave massive
MIMO systems. Section III elaborates the proposed work and
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FIGURE 1. Beamforming between transmitter and receiver with different antenna configurations

also provides the algorithmic steps of the proposed method.
Section IV discusses the simulation results, and finally,
Section V concludes the paper.

II. CHANNEL AND SYSTEM MODEL
A. CHANNEL MODEL
Consider a mmWave massive MIMO channel with NT trans-
mit and NR receive antennas. The geometrical model of H ∈
C

NR×NT is given in [11], [23] as:

H =
√

NRNT

ρ

L∑
l=1

αl AT(l )AR(l )H , (1)

where AT(l ) ∈ C
NT×1 and AR(l ) ∈ C

NR×1 represent the steer-
ing vectors at the transmitter and receiver of the lth path,
respectively. In addition, L is the total number of dominant
paths. The maximum possible value of L can be obtained
using L = ∑Nc

j=1 L j , where Nc is the total number of clusters

and L j is the number of dominant paths in the jth cluster.
Furthermore, αl is the complex small scale fading gain of the
lth path and ρ is the average path loss between transmitter and
receiver. The channel model of (1) can be re-written in the
matrix form as:

H = ARZAH
T , (2)

where AR ∈ C
NR×L and AT ∈ C

NT×L are given by
[AR(1) AR(2) . . . AR(L)] and [AT(1) AT(2) . . . AT(L)],
respectively. Z ∈ C

L×L is a diagonal matrix with diagonal

entries
√

NTNR
ρ

αl , where l = 1, 2. . ..L.

Based upon the geometrical arrangement of the antennas
at the transmitter as well as the receiver, different type of
steering vectors can be obtained [21]. The commonly used
geometrical arrangements are uniform linear array (ULA) and
uniform planar array (UPA), which are described below.

1) ULA
For ULA, antennas are placed in a line with uniform spacing
of dx between all consecutive antennas as shown in Fig. 1. If
�T

l is the azimuth angle of departure (AoD) of the lth path,
then the steering vector at the transmitter for the lth path will
be given by

AT(l ) = 1√
NT

[
1 e j 2π

λc
dx sin �T

l . . . . . . . e j 2π
λc

dx (NT−1) sin �T
l

]′
.

(3)

Similarly the steering vector of ULA at the receiver for the
lth path can be obtained from (3) by replacing AoD, i.e., �T

l
with angle of arrival (AoA), i.e, �R

l and NT with NR. Further,
λc is the wavelength of the signal. Moreover, inline with the
previous work [20], [21], it is assumed that AoA and AoD lie
on the discretized grids.

From (2) and (3), it is observed that the structure of AT and
AR for ULA resemble normalized DFT matrix and hence, the
DFT matrix can be segregated from (2) as follows

H = DNRDH
NR

ARZAH
T DNTDH

NT

= DNR SDH
NT

, (4)

where S = DH
NR

ARZAH
T DNT ∈ C

NR×NT is a diagonal matrix
with L non-zero diagonal entries and contains the information
of AoAs, AoDs and αl .

2) UPA
For UPA, antennas are placed in a plane, with dx and dy spac-
ing between two consecutive antennas lying in horizontal and
vertical line, respectively as shown in Fig. 1. Let us assume
that NT x and NTy are the number of antennas placed hori-
zontally and vertically, respectively, at the transmitter such
that NT = NT xNTy. Similarly, NRx and NRy are the number
of antennas placed horizontally and vertically, respectively, at
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FIGURE 2. System model.

the receiver such that NR = NRxNRy. If �T
l and 
T

l are the
azimuth and elevation AoDs of the lth path, respectively, then
the steering vector at the transmitter for UPA will be given by

AT(l )= 1√
NT xNTy

[
1 e j 2π

λc
[dx sin �T

l cos 
T
l +dy sin �T

l sin 
T
l ]

. . . . . .

e j 2π
λc

[
dx (NT x−1) sin �T

l cos 
T
l +dy (NTy−1) sin �T

l sin 
T
l

]]′
.

(5)

Similarly, the steering vector of UPA at the receiver for the
lth path can be obtained from (5) by replacing �T

l with �R
l ,


T
l with 
R

l (elevation AoA), NT x with NRx and, NTy with
NRy.

Unlike ULA, in UPA the structure of AT and AR resemble
the Kronecker product of the normalized DFT matrices (from
(2), (5)) and hence, (2) can be simplified as below:

H = KNRKH
NR

KRZKH
T KNTKH

NT

= KNR SKH
NT

, (6)

where KNR = DNRx ⊗ DNRy and KNT = DNT x ⊗ DNTy . Fur-
ther, S = KH

NR
ARZAH

T KNT ∈ C
NR×NT is a diagonal matrix

with L non-zero diagonal entries containing the information
of AoAs, AoDs (azimuth as well as elevation), and αl .

From (4) and (6), it is observed that S ∈ C
NR×NT has only L

non-zero diagonal coefficients. This implies that S is a sparse
matrix because the number of non-zero coefficients is much
smaller than the total number of coefficients in the matrix
i.e., L << NTNR. Furthermore, it is a diagonal matrix with
the number of non-zero coefficients at the diagonal less than
their dimension (L < min(NT, NR)). Hence, H is a low-rank
matrix.

In mmWave massive MIMO systems, the value of NR and
NT is large and hence, the estimation of many channel co-
efficients corresponding to H will be impractical. Therefore,
in Section-III, various properties of massive MIMO based
mmWave channel matrix, such as low rank property, sparsity
and its DFT representation have been utilized jointly to re-
cover entire CSI from a few estimated channel coefficients.

B. SYSTEM MODEL
Given a hybrid architecture of mmWave massive MIMO sys-
tem with NRF number of RF chains deployed at both trans-
mitter as well as receiver. Let us assume that the transmitter
is beamforming a data stream of length Ns, represented by
x at the receiver (shown in Fig. 2). The transmitter applies
an NRF × Ns baseband precoder denoted by FT −BB, followed
by an NT × NRF RF precoder denoted by FT −RF and hence,
the transmitter precoding matrix is given by FT = FT −RF ×
FT −BB. The signal observed at the receiver is passed to an
NRF × NR RF precoder denoted by FR−RF , followed by an
mr × NRF baseband precoder to obtain mr measurements de-
noted by FR−BB and hence, the receiver combining precoding
matrix is given by FR = FR−BB × FR−RF . The system model
has been illustrated in Fig. 2.

1) TRAINING PHASE
During the training phase, the transmitter transmits the known
data symbol, also known as pilot to estimate the channel
coefficients. If the transmitter is beamforming a pilot p, i.e.,
Ns = 1, then the combined received signal at the receiver with
mr measurements of p can be written as

y = FRHFT p + n, (7)
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where FT ∈ C
NT×1. Further, the receiver combining pre-

coding matrix obtaining mr measurements of the trans-
mitted symbol at the receiver can be expressed as FR =
[fR1 fR2 . . . . .fRmr

]′ ∈ C
mr×NR , where fRi ∈ C

NR×1∀i. Addi-
tionally, n ∈ C

mr×1 is the noise vector and H ∈ C
NR×NT is the

mmWave MIMO channel matrix.
It may be noted that inline with the previous work [21],

[24], [27], to reduce the power consumption and complexity
during the training phase, only one transmitting antenna is
activated in each transmission. Hence, the number of pilots
transmitted is equal to the number of transmitting antennas
selected. If ith transmitting antenna is activated, then FT

should be designed in such a way that FT(i) = 1 and all the
remaining entries will be zero [24]. The pilot, p is known
at the receiver and assumed to be 1. Let’s assume, H (i, j1),
H (i, j2) and H (i, j3) needs to be estimated, which implies
fR1 ( j1) = 1, fR2 ( j2) = 1, fR3 ( j3) = 1, and all the remaining
entries of FR will be zero and hence, the received signal, y =
[H (i, j1)H (i, j2)H (i, j2)]′. It may be noted that the number of
channels estimated per transmission is limited by mr , which
is again limited by the number of RF chains at the receiver
(NRF ), as mr ≤ NRF . Therefore, in order to reduce the pilots
overhead and hardware constraints during the training phase,
only M coefficients of H have been estimated from the total
NTNR coefficients. In the subsequent section, we will show
how the complete channel matrix can be estimated from these
M coefficients.

III. PROPOSED METHOD: PCI-MF
This section contains the proposed PCI-MF method, which
recovers the entire channel matrix from a few estimated chan-
nel coefficients (i.e., M). The estimated coefficients of H are
stacked in a vector h� ∈ C

M×1 and is written as:

h� = �h + n, (8)

h ∈ C
NRNT×1 is equal of H(:) and n ∈ C

NRNT×1 is a complex
Gaussian noise vector. However, the matrix � ∈ B

M×NRNT is
a measurement matrix and is known as the partial canonical
identity (PCI) matrix. We illustrate the above with an exam-
ple. Consider a channel matrix, H = [ h11 h12

h21 h22

]
, and only two

coefficients h21 and h22 have been estimated in the training
phase. Hence, h� = [h21 h22]′ and the corresponding PCI
matrix, � will be

[ 0 0 1 0
0 0 0 1

]
.

For ULA, using (4), h = (D∗
NT ⊗ DNR)s, where s = S(:).

Hence, (8) can also be re-written as:

h� = �(D∗
NT ⊗ DNR)s + n

= ��l s + n (∵ �l = D∗
NT ⊗ DNR)

= Al s + n (∵ Al = ��l ), (9)

where Al ∈ C
M×NTNR and �l ∈ C

NTNR×NTNR . However, for
UPA (from (6)) h = (K∗

NT ⊗ K̄NR)s, where s = S(:). Hence,
(8) can be re-written as

h� = �(K∗
NT ⊗ KNR)s + n

= �((DNT x ⊗ DNTy )∗ ⊗ (DNRx ⊗ DNRy ))s + n

= ��ps + n

= Aps + n. (∵ Ap = ��p), (10)

where Ap ∈ C
M×NTNR and �p ∈ C

NTNR×NTNR .
Since s ∈ C

NTNR×1 is the sparse vector, (9) and (10) resem-
ble the compressive sensing framework [28], where h� is the
compressive measurements, � is the sensing/ measurement
matrix, and �l and �p are the sparsifying matrices. According
to the theory of CS, the sparse vector s can be recovered
perfectly from h�, if mutual incoherence property is satisfied
by matrices (�,�l ) and (�,�p), respectively [28].

The mutual incoherence property is said to be satisfied by
two matrices, if they are incoherent. The coherence between
matrices, say Q and P of size M × N and N × N , respectively,
is calculated as

μc(Q, P) =
√

N max
∀i, j

∣∣〈Qi, P j
〉∣∣ , (11)

where Qi and P j represents ith and jth column of orthonor-
mal matrix QT and P, respectively. The range of μc(Q, P) ∈
[1,

√
N]. Here, μc = 1 represents maximum incoherence be-

tween the matrices. If one of the matrices is �, i.e, PCI matrix,
the coherence expression will reduce to [29], [30]

μc(�, P) =
√

N max
∀i, j

|P(i, j)|. (12)

Therefore, the mutual coherence between � and �l for CS
framework shown in (9) is calculated using (12) as follows:

μc(�,�l ) = √
NTNR max

∀i, j
|�l (i, j)| = 1. (13)

Similarly, the mutual coherence between � and �p for CS
framework shown in (10) will be given by:

μc(�,�p) = √
NT xNTyNRxNRy max

∀i, j
|�p(i, j)| = 1. (14)

From (13) and (14), it is observed that both ULA (9) as
well as UPA (10) CS frameworks have minimum coherence
of 1 and hence, the following l1 minimization problem has
been solved to recover s from h�:

P1 : min
s

||h� − As||22 + λ||s||1, (15)

where A = { Al for ULA
Ap for UPA

, and λ is the regularization param-

eters to control the level of sparsity and the data accuracy.
Iterative soft thresholding method (ISTA) [31], [32] can be
used to solve (15). The sparse vectors s determined above
either for ULA or for UPA can be used to estimate channel
matrix H by jointly exploiting it’s low-rank nature in a matrix
factorization framework as follows:

P2 : min
H,U,V

(||H − UV||2F + ρ1||U||2F
+ ρ2||V||2F ) + μ||h� − As||2F . (16)

Matrices U and V have the dimension of NR × r and r × NT,
respectively, where r is the rank of the channel matrix H
that can be determined by calculating the number of non-zero
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values in s.1 The parameter ρ1 and ρ2 control the magnitude
of matrices U and V, respectively. The term μ||h� − As||2F
has been added to penalize the error caused due to noisy
estimation of s (in (15)). Generally, s will be estimated noisy
for lower received signal-to-noise ratio (SNR) and/or for low
value of measurement ratio defined as MR = M

NTNR
. Hence,

addition of this term provides robust estimation of H. A higher
value of μ implies more weight to the term ||h� − As||2F , in
the case of noisy estimation of s. The problem P2 given in
(16) can be solved using the alternate direction method of
multipliers (ADMM) by dividing into following three sub-
problems [33] as follows:

P2(a) : min
U

||H − UV||2F + ρ1||U||2F . (17)

P2(b) : min
V

||H − UV||2F + ρ2||V||2F . (18)

P2(c) : min
H

||H − UV||2F + μ||h� − As||2F . (19)

All three sub-problems mentioned above are the simple least
square problems and are solved as follows. The problem P2(a)
is written as:

P2(a) : min
U

||H̃ − UṼ||2F , (20)

where H̃ = [H 0NR×r] and Ṽ = [V
√

ρ1Ir]. This implies

U = H̃Ṽ′(ṼṼ′)−1. (21)

Similarly the problem P2(b) is written as:

P2(b) : min
V

||Ĥ − ÛV||2F , (22)

where Ĥ = [ H
0r×NT

]
and Û = [ U√

ρ2Ir

]
. Hence,

V = (Û′Û)−1Û′Ĥ. (23)

The problem P2(c) is written as:

min
h

||h − (INT ⊗ U)v||2F + μ||�h − As||2F , (24)

where h = H(:) and v = V(:). Differentiating (24) for h
yields:

h = (INTNR + μ�′�)−1((INT ⊗ U)v + μ�′As). (25)

It is to be noted that for high received SNR with high MR,2

the problem P2(c) can be simply reduced into two steps: 1)
H = UV. 2) Replace the estimated channel coefficients i.e.,
h� by As. The algorithmic steps for the proposed PCI-MF
method are provided in Algorithm 1. For better understanding,

1The coefficients of s having smaller value tending towards zero will be
considered as zero.

2Typically, for our experimental setup, low SNR implies 0 to 5 dB and
low MR implies availability of 10% to 20% channel coefficients. Hence, high
SNR with high MR implies availability of more than 5 dB SNR and 20%
channel coefficients.

FIGURE 3. Flow diagram of the PCI-MF algorithm.

a flow diagram of the proposed algorithm is also provided in
Fig. 3.

IV. COMPLEXITY ANALYSIS
The complexity of the state-of-the-art methods such as
for the two-stage methods of [20] and [21] is given as
O(max(NR, NT)NRNT) because both these methods are dom-
inated by singular value thresholding (SVT) [22].

The complexity of the proposed method will depend upon
the complexity of problem P1 and P2(a) − (c). The complex-
ity of P1, which is usually solved by method such as ISTA
is given as (O(MNRNT)). However, the complexity of P2(a)
and P2(b) is O(rNRNT). For high SNR with high MR, the
complexity of P2(c) is also O(rNRNT). Therefore, in this case,
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Algorithm 1: PCI-MF.
Input: �, h�, NT, NR, NT x , NTy, NRx , NRy, μ, λ, ρ1, ρ2, n1,
n2, n3

3

Initialization: s = zeros(NTNR × 1)
For ULA: �l = D∗

NT ⊗ DNR
4

For UPA: �p = (DNT x ⊗ DNTy )∗ ⊗ (DNRx ⊗ DNRy )

A = ��, where � =
{

�l for ULA
�p for UPA

α = max(eig(A′A))
for k1 = 1 : n1 do

s = sgn(s + 1
α

A′h� − As) max(0, |A′h� − As| − λ
2α

) 5

end for
r = sparsity of s
h = �s
for k2 = 1 : n2 do

H = resize(h, [NR, NT]) 6

V = H(1 : r, :)
for k3 = 1 : n3 do

H̃ = [H 0NR×r] and Ṽ = [V
√

ρ1Ir]
U = H̃Ṽ′(ṼṼ′)−1

Ĥ =
[

H
0r×NT

]
, Û =

[
U√
ρ2Ir

]
.

V = (Û′Û)−1Û′Ĥ
end for
At low SNR and/or low MR:
h = (INTNR + μ�′�)−1((INT ⊗ U)v + μ�′As)
At high SNR with high MR:
H=UV
p = f ind (�(:) == 1)
h = H(:), h(p) = As

end for
H = resize(h, [NR, NT])
Output: H

the complexity of PCI-MF is (O(MNRNT + 3rNRNT)) ≈
O(MNRNT). The value of M varies from 1 to NRNT and hence,
the computational complexity of PCI-MF increases at higher
values of M. Further, it is observed that the complexity of
PCI-MF is dominated by ISTA and hence, method such as
fast iterative soft thresholding method (FISTA) [32] can be
used instead of ISTA to reduce the computational complexity
of PCI-MF. However, at low SNR and/or low MR, the com-
plexity of P2(c) is (O(N2

RN2
T )). Hence, the complexity of PCI-

MF will be (O(MNRNT + 2rNRNT + N2
RN2

T )) ≈ O(N2
RN2

T ),
which is a trade-off between complexity and performance. It
may be noted that the above is a rare scenario and is applicable
for applications with the very low value of SNR ≤ 5 dB

3n1, n2 and n3 represent the maximum number of iterations.
4Da will generate a DFT matrix of size a.

5sgn =
⎧⎨
⎩

−1 if x < 0
0 if x = 0
1 if x > 0

6resize converts the given vector into a matrix of given size.

TABLE 1. Complexity Comparison

FIGURE 4. NMSE vs MR for ULA at 25 dB SNR with 32 × 32 MIMO
configuration.

and also the very low percentage of MR ≤ 20%. Consider
Table 1 that presents the complexity comparison of different
algorithms.

V. SIMULATION AND DISCUSSION
This section presents the simulation results of the pro-
posed PCI-MF method. Results have been compared with the
state-of-the-art methods such as the two-stage methods [20]
and [21] presented by Xingjian et al. and by E. Vlachos et al.
respectively. In addition to the above, the performance of
PCI-MF has also been compared with the conventional ma-
trix completion algorithm based on MF such as the low-rank
matrix fitting (LMaFit) [34].

Simulations are performed against various parameters such
as the MIMO configurations, SNR, MR, and L. Moreover,
results have been obtained for two different operating fre-
quencies ( fc) i.e., 90 GHz [21] and 28 GHz [25], [26]. The
value of various parameters considered for both frequencies is
summarized in Table 2. Furthermore, for 28 GHz, simulations
are performed for real-world parameters obtained at New York
City. It is to be noted that for all the simulations, the distance
between two consecutive antennas placed either horizontally
or vertically is λc

2 , which implies dx = dy = λc
2 . The value

of the regularization parameters ρ1 = ρ2 = 0.01, whereas μ

varies from 0.1 to 0.01.
For 90 GHz (Fig. 4–14), both AoA and AoD are Laplacian

distributed with standard deviation 50◦ [21]. The value taken
for the number of clusters (Nc) and the number of dominant
paths in each cluster (Lk) are 2 and 1, respectively, which
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TABLE 2. Simulation Parameters

FIGURE 5. NMSE vs MR for ULA at 25 dB SNR with 64 × 64 MIMO
configuration.

FIGURE 6. NMSE vs SNR for ULA at MR = 0.1 with 32 × 32 MIMO
configuration.

implies L = 2. For Figs. 4–11 instantaneous path loss is
Rayleigh distributed with unit variance [21] and antenna con-
figuration is ULA. Results for UPA are shown in Fig. 13. In
some previous works, it has been observed that Nakagami
channel fading model fits better than the Rayleigh fading
model for mmWave band, especially, with directional beam-
forming [35]–[37]. Therefore, results with Nakagami fading
model are also shown in Fig. 14.

FIGURE 7. NMSE vs SNR for ULA at MR = 0.1 with 64 × 64 MIMO
configuration.

FIGURE 8. NMSE vs SNR for ULA at MR = 0.5 with 32 × 32 MIMO
configuration.

Figs. 4 and 5 compare the normalized mean square er-
ror (NMSE)7 against the measurement ratio (MR) for 32 ×
32 and 64 × 64 MIMO configuration, respectively, with
SNR = 25 dB. It is observed that PCI-MF outperforms all
existing methods at all MR ratios and for both MIMO con-
figurations. For instance, for 32 × 32 MIMO configuration at

7NMSE = ||H−He||22
||H||22

, where H and He are the actual and estimated channel

matrices, respectively.
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FIGURE 9. NMSE vs L for ULA at SNR = 25 dB, MR = 0.1 with 32 × 32
MIMO configuration.

FIGURE 10. ASE vs SNR for ULA at MR = 0.1 with 32 × 32 MIMO
configuration.

FIGURE 11. ASE vs MR for ULA at SNR = 25 dB with 32 × 32 MIMO
configuration.

MR = 0.4, the state-of-the-art methods [20] and [21] yielded
NMSE of 7.755 × 10−3 and 5.44 × 10−3, respectively, as
shown in Fig. 4. On the other hand, we obtained an NMSE
of 0.499 × 10−3 using PCI-MF. Hence, an improvement of
10 log10( 5.44×10−3

0.499×10−3 ) = 11.91 dB and 10.375 dB is obtained
as compared to [20] and [21], respectively. Similarly, an im-
provement of 3.22 dB and 5.52 dB is obtained for 64 × 64

FIGURE 12. SER vs SNR for ULA at MR = 0.1 with 32 × 32 MIMO
configuration.

MIMO configuration (Fig. 5) with PCI-MF compared to [20]
and [21], respectively.

To show the robustness of PCI-MF, we computed NMSE
against SNR with only 10% measurement ratio, i.e., MR =
0.1 in Figs. 6 and 7 for 32 × 32 and 64 × 64 MIMO configu-
ration, respectively. It is observed that PCI-MF outperforms in
all the above scenarios. To further validate the proposed work,
NMSE is also shown against SNR at MR = 0.5 in Fig. 8.

In Fig. 9, NMSE is plotted against the number of paths,
i.e., L for SNR = 25 dB and MR = 0.1 for 32 × 32 MIMO
configuration. Results demonstrate that the performance of
PCI-MF does not degrade even with different values of L.

It may be noted that the error between the estimated CSI
and actual CSI will directly impact the achievable spectral
efficiency (ASE) of the wireless system as shown below [21],
[38]:

ASE = log2

∣∣∣∣∣INR + 1

NTNR
(
NMSE + 1

SNR

)HHH

∣∣∣∣∣
bits/s/Hz. (26)

Hence, in Fig. 10, the ASE is plotted against SNR at MR =
0.1 for 32 × 32 MIMO configuration. It is observed that at
25 dB SNR, [21] performs best among the existing methods
and yields an ASE of 8 bits/sec/Hz. However, the proposed
method PCI-MF obtains an ASE equal to 10 bits/sec/Hz. It
is noted that the ASE obtained with perfect CSI is nearly 16
bits/sec/Hz. Therefore, in Fig. 11, we have plotted ASE by
varying the MR and it is observed that at MR ≥ 0.3, PCI-MF
approaches close to the ASE value of 16 bits/sec/Hz, i.e., the
value obtained with the perfect CSI.

Lastly, we examined the performance of the symbol error
rate (SER) of PCI-MF against SNR by comparing it with
other algorithms in Fig. 12. We modulated the data for ULA
at MR = 0.1 with 32 × 32 MIMO configuration using BPSK
(binary phase shift keying) modulation. The precoding vectors
at the transmitter and receiver are implemented using random
complex vectors in every iteration.

Fig. 13 shows the performance of PCI-MF with UPA. In
this plot, NMSE is plotted against MR at 25 dB SNR for 64 ×
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FIGURE 13. NMSE vs MR for UPA at SNR = 25 dB with 64 × 64 MIMO
configuration.

FIGURE 14. NMSE vs MR for ULA at SNR = 25 dB with 32 × 32 MIMO
configuration in Nakagami fading with shape parameter as 0.5.

64 MIMO configuration, where NT x = NTy = NRx = NRy =
16. Therefore, it can be concluded that PCI-MF performs
better for both ULA as well as UPA.

Fig. 14 evaluates the performance of PCI-MF in the pres-
ence of Nakagami fading channel. The shape parameter of
Nakagami distribution (m) determines the fading channel con-
ditions, for instance m = 1 represents Rayleigh fading and
m = 0.5 represents half Gaussian pulse, which is severe than
Rayleigh fading [39], [40]. Therefore, in Fig. 14, NMSE is
plotted for NG(0.5, 1) against MR at 25 dB SNR. From the
plot, it is observed that PCI-MF performs good even with
severe fading.

Fig. 15 shows the results for statistical parameter values de-
rived from real world mmWave outdoor cellular propagation
at 28 GHz collected in New York City [25], [26]. As per the
collected data, the number of clusters are Poisson distributed
with mean value equal to 1.8 and number of dominant paths
in each cluster i.e., Lk is assumed to be 2. The AoA and
AoD are Gaussian distributed with mean and variance equal
to μa and σ 2

a , respectively, where μa is uniformly distributed
between 0 to 2π and σa is exponentially distributed with
mean λ−1

a . The values of λ−1
a for azimuth AoA, elevation

AoA, azimuth AoD and elevation AoD are 15.5, 6, 10.2
and 0, respectively [25], [26] (as summarized in Table 2).
It considers a UPA with 64 × 64 MIMO configuration. The

FIGURE 15. NMSE vs MR for realistic data set [25], [26] at SNR = 30 dB
with d = 100 m.

instantaneous path loss is Rayleigh faded with σ 2
l variance.

The variance σ 2
l for lth path is given as σ 2

l = γl 10(0.1PL),

where γl = γ ′
l∑L

i=1 γ ′
l

. Furthermore, γ ′
l = U rτ −1

l 10−0.1Zl , where

rτ is 2.8, Ul ∼ U(0, 1) and Zl ∼ N(0, 16). Moreover, PL =
α + 10β log10(d ) + ζ dB, where α = 72, β = 2.92 and ζ ∼
N(0, 8.7 dB) for non line-of-sight (NLOS) [25], [26]. The
distance considered between transmitter and receiver (dt−r) is
100 m. It is observed that for realistic data set the performance
of all existing methods except [21] is not acceptable, since
they hardly achieve an NMSE of 10−2 even when 90% data is
available. However, NMSE achieved by [21] is 2.952 × 10−5.
Since PCI-MF achieves NMSE of 7.418 × 10−10, 16.933 dB
improvement is obtained as compared to [21].

VI. CONCLUSION
In this paper, a novel method PCI-MF has been proposed to
recover the mmWave massive MIMO CSI from a few noisy
channel coefficients. The performance of the method has been
evaluated by calculating NMSE between the actual CSI and
the recovered CSI. NMSE results show considerable improve-
ment in performance with PCI-MF compared to the state-of-
the-art methods. For validating the robustness of PCI-MF, the
NMSE is simulated with various parameters, such as different
MIMO configurations, low and high values of SNR and MR,
as well as different channel fading models. It is observed that
PCI-MF consistently outperforms in different MIMO config-
urations such as 32 × 32, 64 × 64, for all values of SNR and
also for all MR. The improvement in performance is observed
with both ULA as well as UPA antenna configurations. The
performance of PCI-MF is also shown by evaluating SER and
ASE. It is observed that PCI-MF outperforms the existing
methods and approaches the ASE values of perfect CSI. For
instance, at 25 dB SNR, ASE of 16.49 bits/sec/Hz is obtained
with perfect CSI for 32 × 32 MIMO configuration. Using
PCI-MF, with only 30% availability of channel information,
ASE of 16.09 bits/sec/Hz (close to perfect CSI) has been
obtained.
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In order to validate the performance of PCI-MMF in re-
alistic scenarios, another data set of New York City with
real-world outdoor cellular propagation parameters has also
been considered. It is observed that even in a practical scenario
when transmitter and receiver are 100 m apart, PCI-MF ob-
tains 5.45 dB and 16.933 dB improvement with 10% and 90%
availability of channel information, respectively, as compared
to the existing methods.
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