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Abstract—This article presents a user spatio-temporal behavior
aware cache selection framework to facilitate device-to-device
multicast (D2MD) communication that minimizes the number of
caches required while achieving a desired user load on the cellular
network. Consequently, it alleviates the caching load on the
cellular network. The optimization problem formulated to
minimize the number of caches is combinatorial in nature with an
exponential search space. Hence, a greedy algorithm for cache
selection is proposed to reduce the search space. It has been shown
that the greedy algorithm has a complexity OðK2Þ where K is
the number of users. A real-world location-based inhomogeneous
Markov chain is presented to model the joint spatio-temporal
behavior of the users. The diurnal variation of observable user
load on the core network as well as sum-rate of non-caching users
has been demonstrated for real-world location data traces. It has
been shown that the proposed framework not only achieves the
desired user load but also helps in improving the sum-rate of non-
caching users as compared to the mobility-unaware selection of
caches.

Index Terms—Cache selection, d2d multicast, markov chain,
real-world location information, social tagging, spatio-temporal
behavior.

I. INTRODUCTION

THE exponential increase in data traffic has led to consid-

erable load on existing cellular networks. To alleviate the

above, promising data offloading solutions such as device-to-

device (D2D) communication and content caching at the net-

work edge have been proposed recently. D2D involves commu-

nication among cellular users in proximity that paves the way

for local data services [1], whereas content caching at the net-

work edge refers to temporary storage of popular multimedia

content at user devices and small-scale base stations (SBSs) to

alleviate duplication of content requests at the core net-

work [2]–[4]. It was shown in [5] that benefits of D2D can be

complemented by incorporating content caching feature. How-

ever, caching at the user devices on the network edge requires

the information of the mobility pattern of the users and the

mobility pattern is characterized by the spatio-temporal

behavior of the user [6], [7]. The recent literature on mobility-

aware caching strategy for D2D network is based on the inter-

contact time model [7], [8] for a pair of users. Specifically,

authors in [7] solved a caching placement problem that maxi-

mizes the data offloading ratio through a greedy algorithm.

They extended this work in [8] by modeling the pairwise con-

tact pattern as an alternating renewal process and provided an

improved cache placement strategy. An optimal caching policy

based on user preferences was proposed in [9]. Similar to [7],

[8], in [9] the problem of maximizing offloading probability

was solved using a greedy algorithm. In [10], a caching strategy

to minimize the cost was presented where caching took place at

both SBSs and user devices. Further, a closed form expression

for the average system cost was also derived. The work in [11]

dealt with resource allocation for D2D multicast (D2MD) con-

tent sharing and utilized social and physical domain knowledge

for D2D cluster formation for a given time instant. It was

shown in [11] that exploiting D2MD at the user devices

resulted in less consumption of resources at the content caching

device. In [12], the authors proposed a novel approach to mini-

mize the downloading latency and maximize the social welfare

simultaneously for a socially aware D2D network. For achiev-

ing the above objectives, they efficiently selected the important

users and matched the contents with users in a joint manner.

However, as evident from above, the existing works on cach-

ing strategies for D2D underlaying cellular networks do not

take into account the joint spatio-temporal behavior of the users

as well as fail to analyze the real-world interactions amongmul-

tiple users for dynamic D2MD networks. Further, the mobility

aware caching strategies that are discussed in [7], [8], [10] are

primarily content placement strategies. They consider a large

library of files and utilize file segmentation to store segments of

files in a distributed manner. However, in scenarios where the

library of files to be cached is small, for example, within a social

group of users (explained later in detail), cache selection can be

utilized where the complete file is stored on the selected caches.

Optimal cache selection can alleviate the burden of content

caching on the cellular network. Moreover, unlike file segmen-

tation approach, caching the complete file at each cache does

not require the proximity of all caches to the requesting users.

In addition to above, the authors in [7], [8] assumed the trans-

mission rates to be the same for all D2D pairs. This is because

the inter-contact time models used in these works only looked

at the contact time duration, and neglected the spatial locations

and spatio-temporal correlations in the user mobility pattern.

However, the spatial preferences and temporal dependencies
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are needed to evaluate the holistic performance of content cach-

ing D2MD underlaid cellular network.

Motivated by the above, we propose a user spatio-temporal

behavior aware cache selection framework for D2MD net-

works that minimizes the number of selected caches while

achieving a desired user load on the cellular network. The

selection of the minimum number of caches is formulated as

an optimization problem. Further, minimizing the subset of

users selected as caches can alleviate the burden of content

caching on the cellular network. However, due to the unex-

pected occurrences of network congestion frequent optimiza-

tions will be required [13]. Assuming that the popular content

needs to be updated on a daily basis.1, an optimization is car-

ried out at the beginning of each day to select the caches opti-

mal on that day. In a realistic setting, the core network can

equip the caches with the popular multimedia content, and on

a daily basis update the content based on demand and popular-

ity. For instance, a viral news article can be cached at selected

users by the core network which can be downloaded by other

requesting or non-caching users sometime later in the day. As

the day progresses, more optimizations will be performed to

manage the sudden variation in the user load constraint preset

by the core network. However, frequent optimizations should

not discard the previously selected caches. Otherwise, the cel-

lular network will be burdened with content caching at the

newly selected caching users. This will lead to a further

increase in the caching load on the cellular network. In the for-

mulated optimization problem, we take into consideration the

above constraint and thus do not discard the previously

selected caches. The problem is combinatorial in nature, and

the complexity of the problem increases with an increase in

the number of users. Hence, a greedy algorithm for cache

selection is proposed that exploits the problem structure to

reduce the search space. It is shown that the complexity of the

greedy algorithm for K users is OðK2Þ whereas the complex-

ity of the widely applicable exhaustive search is Oð2ðK�1ÞÞ.
This has been discussed in detail in Section 3. To the best of

our knowledge, the proposed work is the first of its kind that

finds an optimal set of caches for dynamic D2MD networks

that alleviates the caching load on the cellular network.

Leveraging the fact that a user prefers or requests few con-

tent files more over other files [9], the caching can be per-

formed for a group of users who share common interests, i.e.,

the users are part of a social group and tend to be in each

others proximity [15]. Consequently, the users in this social

group may generate requests for common content files and it

will be easier to accommodate a few commonly requested files

at each selected cache. Hence, the proposed work also per-

forms social tagging, i.e., a set of caches is selected from a

social group and is assigned the task to serve the other mem-

bers of the social group via D2MD communication. Base sta-

tions (BSs) that cover the spatial spread of the group of users

can be informed a priori about the selection decision for that

group. Hence, if a user of a particular social group requests for

popular content file, BS will associate the user to one of the

caches tagged to the user’s social group. The above will be

useful in a network assisted D2D peer discovery scenario as

this will lead to fast peer (or cache) discovery since the search

space for establishing a D2D connection is now limited to the

optimal set of caches [15].

In order to capture the spatio-temporal behavior of the users,

the proposed framework requires the joint mobility pattern of

users. Consequently, an inhomogeneous discrete-time Markov

chain [16], [17] is presented that utilizes the real-world location

information to model the joint mobility pattern of users,

wherein the time of the day is chosen as the line of reference.

The location data was gathered from 9:00 to 19:00hrs for one

semester (only working days) in a campus set-up where the

user locations were broadly categorized into three buildings.

Since the considered users are students, the location samples

from a semester were collected to fully capture the mobility

information. The duration of 9:00 to 19:00hrs was divided into

20 slots of 30 minutes each. The gathered real-world data is

used as the training dataset to determine the transition probabil-

ities of the Markov chain. The spatio-temporal correlations of

each group of users are derived from the joint mobility pattern.

This is explained in detail in Section 2.

Moreover, as mentioned before, the prior works [7], [8]

assumed the transmission rates to be the same for all D2D

pairs. However, generally, the transmission rates depend on

the channel conditions of the users which may be present in

different spatial locations. As 90% of the times users stay in

an indoor environment [18], we use the indoor path loss mod-

els to evaluate the varying transmission rates.

A. Main Contributions

In this work, a novel cache selection framework is proposed

that exploits the spatio-temporal behavior of the users to facil-

itate D2MD communication in a cellular network. The major

contributions of this paper are as follows:

� The proposed framework minimizes the number of

caches required to achieve a desired user load on the

cellular network, thus alleviating the caching load on

the cellular network.

� The selection of the minimum number of caches is for-

mulated as an optimization problem. However, frequent

optimizations due to the unexpected occurrences of net-

work congestion result in frequent changes in selected

caches. Consequently, the proposed framework does

not discard the previously selected caches which further

reduces the caching load.

� The formulated problem has an exponential search

space. Hence, a greedy algorithm for cache selection

with complexity OðK2Þ is proposed that exploits the

problem structure.

� An inhomogeneous discrete-time Markov chain model

based on real-world location information2 of users is

presented to predict the spatio-temporal behavior.

1 The cached content is flushed out at the end of the day, and optimization
is again carried out at the beginning of the next day [14]

2 The dataset is available at https://www.iiitd.edu.in/�wirocomm/resour-
ces /Social Group data.rar.
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� The proposed framework is compared tomobility-unaware

cache selection. Our work exhibits that our framework out-

performs mobility-unaware cache selection in terms of

achievable sum-rate of non-caching users and user load on

core network. It is shown that to achieve the desired user

load with mobility-unaware cache selection the caching

load on the cellular network should be increased.

The rest of the paper is organized as follows: Section 2

presents the system model for a D2MD underlaid cellular net-

work and the details of the inhomogeneous Markov chain,

Section 3 exhibits the formulated problem and discusses the

algorithms for determining the solution, Section 4 demon-

strates the simulation results with real data traces and Section

5 concludes the paper.

B. Terminologies

Below we have defined the key terms used throughout this

paper:

� Cache: Cache or caching user refers to a user in the net-

work that temporarily stores a multimedia file or content.

� Cache Selection: Cache selection refers to the process

of selecting a set of caches where the multimedia con-

tent may be stored.

� User Load: It refers to the number of users that are

served by the cellular network directly.

� User Mobility: User mobility describes the spatio-tem-

poral variations in the location of a user.

� Mobility Unaware Cache Selection: It is the cache

selection process where the user mobility pattern is not

taken into account.

II. SYSTEM MODEL

The system model considers a total of K users in a social

group denoted by set K and each user is represented as

Ui; i 2 ½1; K�. These users are distributed across m build-

ings namely Bj; j 2 ½1; m�. This scenario can depict either a

single cell (BS) or a multi-cell (BSs) network depending on

the geographical span of the user mobility patterns. In this

paper, the terms users supported by the cellular network

and user load are used interchangeably. Fig. 1 demonstrates

a scenario where K ¼ 8 users, belonging to a social group

and accessing a popular multimedia file via unicast cellular

links, are spread across a geographical area consisting of

five buildings, i.e., m ¼ 5 at a specific time of the day.

Assuming the users supported by the cellular network that

request the same popular file is equivalent to the user load,

the user load for the above case will be 8. However, a more

efficient approach would be to cache the popular multime-

dia content at some specific user (or users) such that the

user load is less than 8.

In the proposed work, a set of caches is selected for a social

group so that each cache is willing to share the cached content

with others via D2D multicast. It is assumed that the users

request the content at any time of the day but only once. Let

Lp be the desired load of requesting users on the core network

averaged over a day and mobility pattern of the users in K. p
is the instant of optimization and p 2 f1; 2; 3 . . .g. The set of

caches has to be optimally selected to reduce the average user

load to Lp. As illustrated in Fig. 1, it is considered that the

members of a social group request for a popular multimedia

file at the same time. In a realistic scenario, the number of

users requesting the same content at a given time will be less

than the total users in the group. However, the optimal selec-

tion assuming all users are requesting the same content

ensures that an average user load of Lp or below is achieved

irrespective of the number of requesting users. The informa-

tion of the set of cache selected for the network will be shared

among the BSs that span the m buildings by a central control-

ler where the central controller is the entity where the cache

selection decision is being taken.

Let us denote the average signal-to-interference and noise

ratio (SINR) value as SINRj
ik for users Ui and Uk present

in building Bj. The SINR values will be characterized by

the layout of building Bj, users’ relative positions, and inte-

rference. The interference will be due to the cellular user3

CR whose uplink (UL) resource block (RB) is being reused

by a D2D multicast group. SINRj
ik can be defined as

follows:

SINRj
ik ¼

PtG

Iavg þNoBW
; (1)

where Pt is the transmit power of Ui and G = Ejhikj2. hik �
CN ð0;b�1

ik Þ, b�1
ik is the pathloss between Ui and Uk and jhikj2

is the channel gain. Eð:Þ denotes the expectation operator.

Further, No is the noise spectral density and BW is the band-

width of one RB. Iavg ¼ Ed½Ptjgj2� is the average interference
at Uk due to transmission from CR located at a distance d from

user k. g� CNð0;b�1
CR;k

Þ where bCR;k
is the path loss between

CR and Uk. The pathloss values have been determined using

WINNER II models [19]. Let us assume that the cellular net-

work guarantees an average signal-to-noise ratio (SNR),

SNRcell to its users in order to maintain a pre-defined quality

of service (QoS). Now, user Ui which is present in building Bj

Fig. 1. Illustration of K ¼ 8 users belonging to a social group spread across
a geographical area consisting of two BSs.

3 It is assumed that the RBs assigned to a cellular user in UL is reused by
one D2D group.
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will be receiving content from Uk via D2MD only if SINRj
ik

> SNRcell, i.e., QoS obtained through D2MD will be better

than that obtained through cellular. Hence, in other words, we

can state that if Ui belongs to the feasibility set of Uk, Ui can

be served by Uk via D2MD. The users who are not served by

D2MD will receive the content from the cellular network. It

may be noted that each building can have a maximum of K
feasibility sets depending on the geographical distribution of

theK users in them.

For instance, the role of SNRcell in the generation of these

feasibility sets has been demonstrated for a real campus set-up

where m ¼ 3 and K ¼ 5. The matrix SINRj contains the

average pairwise SINRs ofK = 5 for the jth building based on

Pt = 23 dBm,No = -173 dBm/Hz, BW = 180 kHz and d which
is uniformly distributed in the range (10, 250) m. The SINR

matrices are given below where SINRj
ik is the ði; kÞth element

of SINRj:

SINR1 ¼

NA 16:72 13:23 19:35 25:03
16:72 NA 15:46 15:36 22:95
13:23 15:46 NA 20:16 39:92
19:35 15:36 20:16 NA 34:34
25:03 22:95 39:92 34:34 NA

2
66664

3
77775
; (2)

SINR2 ¼

NA 31:27 33:06 27:98 36:66
31:27 NA 25:96 40:78 29:45
33:06 25:96 NA 28:21 33:23
27:98 40:78 28:21 NA 40:70
36:66 29:45 33:23 40:70 NA

2
66664

3
77775
; (3)

SINR3 ¼

NA 33 24 17:73 31:72
33 NA 26:35 24:74 27:50
24 26:35 NA 29:77 20:44

17:73 24:74 29:77 NA 29:29
31:72 27:50 20:44 29:29 NA

2
66664

3
77775
; (4)

where NA is used to denote the SINR value for the link

from user Ui to itself. For instance, the SINR corresponding

to the link between U1 and U5 in building B1 is SINR1
15 =

SINR1
51 = 25.03dB. Using (2)-(4), the feasibility sets

observed for each building at SNRcell = 20dB, 25dB for the

campus set-up are presented in Table I. It can be seen with

the increase in SNRcell, the number of elements in feasibil-

ity sets reduces. This is because as the threshold SNRcell

increases, some pairwise SINR values will fail to meet the

increased threshold.

A. Inhomogeneous Discrete-Time Markov Chain

As stated before, for optimal cache selection, one of the key

elements is to deduce the mobility pattern of the users. How-

ever, as the proposed work involves D2MD where multiple

users are involved, there is a need to analyze the joint mobility

pattern of the users. This will help in analyzing the interaction

of multiple users at the same time. We present a discrete-time

Markov chain to model the joint mobility pattern of the users.

The state of the network is denoted by a vector of size 1�K
where element i of the state vector is the building visited by

Ui and can have m possible values, i.e., B1; . . . ; Bm. Due to

the mobility of the users, the network will transit from one

state to another. The network is assumed to stay in any state

‘a’ for time mTst, where Tst is the minimum time the network

will stay in any state ‘a’ and m is an integer that depends on

the user mobility. As the mobility pattern is modeled using a

Markov chain, the next state will only depend on the current

state of the network. A complete day is divided into n slots of

Tst duration each. The transition probability from one state to

another has been derived from the observed joint mobility pat-

tern of the users. There are inherent spatio-temporal correla-

tions in the observed joint mobility pattern, i.e., given a time

slot, certain buildings will be more preferred by users than

others. Since the building preferences are time-dependent,

each slot will observe a different set of states, and each slot

boundary will have a different transition matrix. Conse-

quently, the Markov chain is inhomogeneous [17]. The transi-

tion matrix corresponding to qth slot boundary is denoted as

Tq; q 2 ½1; n� 1� and ðn� 1Þ are the number of slot bound-

aries as illustrated in Fig. 2. Further, each element pa;b in a

transition matrix denotes the transition probability from state

‘a’ in qth slot to ‘b’ in ðq þ 1Þth slot. The joint location infor-

mation must be gathered for a large number of days to capture

mobility information completely. The state vectors are

obtained for each time slot. For instance, if there areK users in

the network andm buildings which means in a given slot there

aremK possible state vectors per slot. However, because of the

regularity in the human mobility pattern the set of observed

state vectors in qth slot will be considerably small and will

depend on the time of the day. Let us denote the observed state

vectors in the qth slot asXq. To better illustrate the user proxim-

ity with the change in state vectors, each observed state vector

can be represented asm contact graphs where each graph corre-

sponds to each building. The connection between one user to

another will be decided by observing its feasibility set in that

building. If user Ui lies in the feasibility set of Uk for building

Bj there will be an edge in the graph ofBj connecting nodes Ui

and Uk. These graphs will be dynamic in nature depending on

the time of the day. Fig. 3 plots the graphs corresponding to the

TABLE I
FEASIBILITY SETS FOR EACH BUILDING

Fig. 2. Illustration of dependency of transition matrices on slot boundaries.
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unique observed state vectors for slot 1 with Tst = 30 minutes,

K ¼ 5,m ¼ 3 with SNRcell = 20dB for the real-world campus

set-up considered in this work. It can be seen that jX1j = 8,

which is significantly less than 35 = 243. Due to the small value

of jXnj for any social group of users, the number of transitions

possible at a slot boundary will also be low. As the states in the

Markov chain increases, complexity increases. Therefore, to

reduce the complexity, we have restricted the size of transition

matrix Tq to Mq �Mq where Mq is the number of states

observed in Xq [ Xqþ1 [20]. The complexity can be reduced

further by the methods suggested in [17], which is out of the

scope of this work. Further, it may be noted that certain entries

in the transition matrices will be zero due to the spatio-temporal

preferences of the users.

Algorithm 1 describes the steps for constructing the transi-

tion matrix Tq. At first, the observed state vectors in the qth

and ðq þ 1Þth slots are recorded. The state vectors in Xq [
Xqþ1 are the observable states of the Markov chain at the qth

boundary. This is followed by evaluation of transition proba-

bilities from one state to another. The steps are repeated for all

the slot boundaries.

III. PROBLEM FORMULATION AND SOLUTION

Once the transition matrices have been constructed, the next

task is the optimal selection of set of caches taking into

account spatio-temporal behavior of the users. The optimal

selection minimizes the number of selected caches subject to

user load Lp or below on the core cellular network and must

not discard the previous cache selections. Let v0 be the state

of the network at the instant of optimization and v =

ðv1; v2; . . . ; vr; . . . ; vn0Þ be the observable sequence of states

that occurs after Tst minutes of v0, where a state vector in v
can be present more than once and n0 is the number of slots

remaining that day (i.e., future time slots). For instance, when

the optimization is carried out in slot 1, v0 is the state of net-

work in slot 1, n0 = ðn� 1Þ and all observable sequences v
can be obtained from Y1; . . .; Yn�1. Let rðvjv0Þ denote the

probability of sequence v given v0 has occurred and can be

given as:

rðvjv0Þ ¼ r½ðv1; v2; . . .; vn0Þjv0�;
¼ P ½v1jv0�P ½v2jðv0; v1Þ�. . .::P ½vrjðv0; v1; vr�1Þ�
. . .P ½vn0 jðv0; v1; vn0�1Þ�; (5)

where P ½vrjðv0; v1; . . .:; vr�1Þ� is the probability of state vr
given sequence (v0, v1,..., vr�1). As Markov chain model is

assumed, rðvjv0Þ can be written as follows:

rðvjv0Þ ¼ P ½v1jv0�P ½v2jv1�. . .::P ½vn0 jðvn0�1Þ�;

¼
Yn0
r¼1

pvr�1;vr :
(6)

The optimization problem formulated to minimize the number

of selected caches at pth (p 2 f1; 2; 3 . . .g) instant of optimiza-

tion is given in (7) where Cp is the set of selected caches and

jCpj denotes cardinality of Cp. Let state vl 2 fv0g [ v where l
ranges from 0 to n0. U

vl
Cp

are the non-caching users in vl state
served by users in Cp via D2D multicast. U

vl
Cp

will be deter-

mined by the feasibility sets of the users in Cp. For K ¼ 5,
Cp = fU1; U2g, vl = ðB1; B1; B1; B1; B1Þ and feasibility sets as
given in Table I, U

vl
Cp

= 1. L.H.S of (7b) is the expected user

load when setCp is selected. As the content request at the cache

can be generated at any time of the given day, while selecting

the set of caches, we are averaging over the user load corre-

sponding to current time slot and future time slots. Given a

observable sequence v, first the user load is averaged over each
state vl 2 fv0g [ v. Then, the user load is averaged over all the
observable sequences. Constraint (7b) assures that the expected

user load is less than Lp on the core network. As mentioned in

Section 1, frequent optimizations are required in the network to

tackle with the sudden occurrences of network congestion. In

such scenarios, to assure that the previously selected caches are

not discarded, a constraint needs to be applied. In other words,

for a given K, the optimal solution with cardinality, let us say,

jC�
p�1j at desired user load Lp�1 must be a subset of optimal

solution with cardinality jC�
p j at desired user load Lp where

Lp�1 > Lp. Constraint (7c) takes care of the above require-

ment. It may be noted that the cardinality of optimal solution,

C�
p cannot go beyond bK=2c because at a given time no more

than bK=2c D2MD groups can exist and has been accounted for

using (7d). After slot 1 of the day, more optimizations will only

be required when there is a decrease in the load constraint,

because only thenmore caches will have to be selected.

minimize Cp

�� ��; (7a)

subject to Ev Evl ðK � jCpjÞ � U
vl
Cp

h ih i
� Lp; (7b)

C�
p�1 	 Cp; C0 ¼ ; (7c)

jCpj � bK=2c (7d)

The problem in (7a)-(7d) qualifies to be a combinatorial prob-

lem. The optimization will done in two stages: (1) Stage 1:

optimization at the beginning of each day, i.e., p = 1, (2) Stage

2: optimization due to sudden network congestion during the

day, i.e., p > 1. For stage 1, constraint (7c) will not hold as

there will be no previously selected caches at the beginning of

the day. One approach to solve the optimization problem is to

perform an exhaustive search. However, exhaustive search

has a complexity of Oð2ðK�1ÞÞ (see Appendix A in the supple-

mentary document) due to the exponential search space. As a

consequence, in the proposed work, a greedy algorithm for

cache selection is proposed that exploits the problem structure

and reduces the search space.

Algorithm 1. Constructing Transition Matrix, Tq

Step 1: First record the observed setsXq andXqþ1.

Step 2: Let Yq = (Xq [ Xqþ1) denote the set of states at qth slot

boundary andMq = jYqj.
Step 3: Determine the transition probability of each state a to b,
i.e., pa;b 8a; b 2 Yq. These transition probabilities will constitute Tq.
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A. Greedy Algorithm for Cache Selection

As the cardinality of the selected set of caches needs to be

minimized such that the constraints are met, the search will

start from the lowest cardinality i.e., 1. If the load constraint

(7b) is not met at a given cardinality of set Cp then the cardi-

nality of the set Cp has to be increased to search for the opti-

mal solution. Exploiting this behavior, we have proposed a

greedy algorithm for cache selection that takes into account

only those candidate sets with cardinality c which have Q,

with cardinality c� 1, as a subset. Q is the set that fails to be

optimal but has a minimum expected user load among the can-

didate sets at cardinality c� 1. The greedy algorithm has a

search space of the order OðK2Þ (see Appendix A in the sup-

plementary document) whereas the exhaustive search is of the

order Oð2ðK�1ÞÞ. Hence, the greedy algorithm reduces the

search space of the formulated problem.

B. Illustration of Exhaustive Search and Greedy Algorithm

with Real Data

In this subsection, we have compared the performance of

the exhaustive search with the greedy algorithm. We have

considered a campus set-up with m = 3 and K users in a

social group. The joint mobility pattern of these K users is

modeled as a discrete-time inhomogeneous Markov chain.

As discussed in Section 2, transition matrices are constructed

using the real-world location data of the users in the campus

set-up.

1) Stage 1 - Optimization at the Beginning of Each Day:

Algorithm 2 presents the exhaustive search to compute the opti-

mal set of caches. Let jC1j be the cardinality of the selected set

of caches. At cardinality jC1j, there will be K
jC1j

� �
candidate

sets. Algorithm 2 evaluates the load corresponding to all the can-

didate sets. Then, it is checked whether there is a candidate set

that has the load less than the load requirement, i.e., L1. If there

is no such candidate set then the value of jC1j is incremented by
1 and the above process is repeated exhaustively. However, if

there are candidate sets that meet the load requirement then opti-
mal solution is obtained by selecting that candidate set that has

the minimum load and the algorithm stops. Further, while incre-

menting jC1j, jC1j � bK=2c condition should always be met. If
the load requirement is not met until jC1j ¼ bK=2c then it

implies that no optimal solution is feasible and algorithm stops.
Further, Algorithm 3 presents the proposed greedy algorithm for

cache selection. Similar to Algorithm 2, jC1j is the cardinality

of the selected set of caches. If a solution is not obtained at car-
dinality jC1j then Q will be updated with the candidate set hav-

ing minimum user load and jC1j will be incremented by 1. The
above process will be repeated until jC1j ¼ bK=2c or optimal

solution is obtained.

Fig. 3. Contact graphs for illustrating the user proximity in a real campus set-up whereK ¼ 5,m ¼ 3.
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Let K ¼ 6, p = 1, L1 ¼ 2, jC0j = 0 and C0 = ;. Using Algo-

rithm 2, C1 is initialized as 0. At step 2, jC1j is incremented to

1. Using Table II, load corresponding to all the candidate sets

is evaluated. However, all candidate sets have load greater

than L1. Hence, jC1j is incremented to 2. It can be observed

from Table III that there are multiple candidate sets that have

load lower than L1. Consequently, we select the candidate set

with minimum load equal to 1.265 as the optimal set of

caches, i.e., C�
1 = fU5; U6g.

Further, on applying the greedy algorithm, jC1j is initialized
as 0 and Q = ;. At step 2 of Algorithm 3, jC1j = 1. On incre-

menting jC1j, only candidate sets with Q as a subset will be

considered. It can be observed from Table II, no candidate set

has load lower than L1. Hence, C1 is incremented to 2. It is

shown in Table II, set fU6g has minimum value of user load.

Therefore, Q = fU6g. Considering only those candidate sets in

Table III that have Q as a subset, there are multiple sets that

have load less than L1. The candidate set with the minimum

load equal to 1.265 is the solution of the greedy algorithm,

Cprop
1 = fU5; U6g. In this example, C�

1 = Cprop
1 = fU5; U6g.

Similarly, for K ¼ 8 and L1 ¼ 2, the optimal solution is

evaluated as fU5; U6; U7g, using Tables IV, V and VI, for

exhaustive search as well as greedy algorithm. Further, for

K ¼ 10 and L1 = 1, the solutions for the exhaustive search

and greedy algorithm are obtained as C�
1 = fU3; U6; U7; U9g

and Cprop
1 = fU5; U6; U7; U9g.4 Hence, the cardinality of the

solutions obtained using exhaustive search and greedy algo-

rithm are same, however, the set of selected caches is differ-

ent. For K ¼ 10 and L1 ¼ 1:8, the optimal solution using

exhaustive search is obtained as C�
1 = fU1; U4; U6g with load

1.77. However, the minimum load at cardinality three using

greedy algorithm is 1.82. As the gap between the minimum

load at cardinality three using exhaustive search and greedy

algorithm is small, the solution using greedy algorithm is

obtained at cardinality four with Cprop
1 = fU5; U6; U7; U9g.

However, the exhaustive algorithm has a search space of�
K
1

� �þ K
2

� �þ K
3

� �� ¼ 175 candidate sets whereas the greedy

algorithm has ðK þ ðK � 1Þ þ ðK � 2Þ þ ðK � 3ÞÞ ¼ 34
candidate sets. The gap between the search spaces of the

exhaustive search and greedy algorithm widens withK.

In order to validate the efficacy of the proposed algorithm for

even higher number of users, we have done a detailed compari-

son of exhaustive search and proposed cache selection algorithm

for K ¼ 20. The comparison is also presented for different load

constraints. We have tabulated the solutions5 for K ¼ 20 using

TABLE II
TABLE FOR jC1j= 1 AND K = 6

Algorithm 3. Stage 1: Greedy Algorithm

Step 1: InitializeQ = ; and jC1j = 0.

Step 2: Increment value of jC1j.
if jC1j > bK=2c then
Exit search.

else

Consider only those candidates in Step 3 which have Q as a

subset.

end if

Step 3: Calculate observable user load for candidate sets of jC1j
caches.

if Observable Load � L1 for at least one set then

Solution obtained

else

Update Q with the candidate having minimum user load. Go to

Step 2.

end if

Algorithm 2. Stage 1: Exhaustive Search

Step 1: Initialize jC1j ¼ 0.
Step 2: Increment value of jC1j.
if jC1j > bK=2c then
Exit search. No optimal solution.

else

Calculate observable user load for all K
jC1j

� �
sets of jC1j caches.

if Observable Load � L1 for at least one set then

Optimal solution obtained

else

Go to Step 2

end if

end if

TABLE III
TABLE FOR jC1j = 2 AND K = 6

TABLE IV
TABLE FOR jC1j= 1 AND K = 8

4 See Appendix B for the load values of the candidate sets.
5 User load values corresponding to each of the candidate sets for Stage 1 are

available at https://www.iiitd.edu.in/�wirocomm/resources/Social Group data.
rar.

PEER et al.: CACHE SELECTION IN DYNAMIC D2D MULTICAST NETWORKS USING INHOMOGENEOUS MARKOV MODEL 3241

Authorized licensed use limited to: Indraprastha Institute of Information Technology. Downloaded on March 13,2021 at 17:25:54 UTC from IEEE Xplore.  Restrictions apply. 



exhaustive search and proposed algorithm in Table VII. Let us

analyze one of the scenarios given in Table VII. Suppose at Stage

1 at a given day, L1 ¼ 8. On one hand, using the exhaustive

search, C�
1 ¼ fU16; U19g and jC�

1 j ¼ 2. On the other hand, pro-

posed algorithm provides Cprop
1 ¼ fU15; U16g and jCprop

1 j ¼ 2.
Hence, for this scenario, the cardinality of the selected set of

caches is equal for both the approaches. Similarly, observations

were also made for other scenarios in Table VII. It exhibits that

the load requirement also has an impact on the efficacy of the pro-

posed algorithm.

In the exhaustive search, at a cardinality c of candidate sets,
the candidate set with minimum load that meets the load con-

straint is selected as optimal solution. We observed that the

minimum load at cardinality c obtained using the greedy algo-

rithm is sometimes equal to that of exhaustive search (e.g.,

K ¼ 6, L1 ¼ 2 and K ¼ 8, L1 ¼ 2) or slightly higher (e.g.,

K ¼ 10, L1 = 1, 1.8). In cases where the minimum load is

same, exhaustive and greedy algorithm will give the same

solution. However, when there is a small difference in the

minimum load values, the cardinality in greedy algorithm

needs at most to be incremented by 1. Hence, based on our

observations, the solution using the greedy algorithm will be

jCprop
p j 2 fjC�

p j; jC�
p j þ 1g. Further, we have demonstrated

the search space reduction that can be achieved by the greedy

algorithm. Consequently, in Section 4, we utilize greedy algo-

rithm for the analysis of the cache selection framework.

2) Stage 2 - Optimization Due to Sudden Network Conges-

tion: In a scenario where sudden network congestion is

detected, the desired load, Lp on the network due to the

social group will be lowered in the optimization problem at

the pth instant. Algorithm 4 presents the exhaustive search

for Stage 2. Unlike Algorithm 2, Algorithm 4 initializes

jCpj ¼ jC�
p�1j and Cp = C�

p�1 such that the previously

selected set of caches is not discarded. Then, the algorithm

checks whether jCpj ¼ jC�
p�1j will meet the load constraint.

If the load constraint is met, the algorithm will stop else jCpj
will be incremented by 1. After this, similar to Algorithm 2,

Algorithm 4 will carry out exhaustive search for the optimal

solution. In Algorithm 4, Select1 consists of all the candidate

sets at a specific cardinality. Select2 contains those sets, pres-
ent in Select1, that meet the load constraint. Further, the pro-

posed algorithm for Stage 2 is illustrated in Algorithm 5.

Initially, jCpj ¼ jCprop
p�1 j and Cp = Cprop

p�1 such that the previ-

ously selected set of caches is not discarded. Then, the algo-

rithm checks whether jCpj ¼ jCprop
p�1 j will meet the load

constraint. If the load constraint is met, the algorithm will

stop else jCpj will be incremented by 1. After this, similar to

Algorithm 3, Algorithm 5 will determine the solution.

Now, let us say, for K ¼ 6, due to sudden network conges-

tion there will be a second instant of optimization with L2 ¼ 1
at the beginning of the 10th slot of the specific day under con-

sideration. As mentioned above, another optimization needs to

be performed, and v0 will now be the state at the 10th slot.

From the example above, C�
1= Cprop

1 = fU5; U6g. For the

exhaustive search, Algorithm 4 is used. jC2j is initialized as

jC�
1 j = 2. As the load constraint is not met at jC2j = 2, jC2j is

TABLE V
TABLE FOR jC1j= 2 AND K = 8 Algorithm 4. Stage 2: Exhaustive Search

Step 1: Initialize jCpj = jC�
p�1j and Cp = C�

p�1.

Calculate user load for set Cp.

if Observable load � Lp then

Optimal C�
p is achieved.

else

Go to Step 2.

end if

Step 2: Increment value of jCpj.
if jCpj > bK=2c then
No optimal solution.

else

Calculate observable user load for all K
jCpj

� �
sets of jCpj caches.

if Observable load � Lp for a set in Select1 then
if C�

p�1 is a subset for a set in Select2 then
Optimal solution C�

p .

else

Go to Step 2

end if

else

Go to Step 2

end if

end if

TABLE VI
TABLE FOR jC1j= 3 AND K = 8
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incremented to 3. The candidate sets at jC2j = 3 are presented

in Table VIII and are stored in Select1. Out of the sets in

Select2, the set that has C
�
1 as subset and has minimum load is

obtained as fU3; U5; U6g. Further, using Algorithm 5 for the

greedy cache selection, Cprop
1 = fU3; U5; U6g.

Further, let there be a change in the load requirement from

L1 =8 to L2 ¼ 6 for K ¼ 20 as shown in Table VII. On using

the exhaustive search the solution will be the same as before,

i.e., C�
2 ¼ fU16; U19g and jC�

2 j ¼ 2. However, proposed algo-

rithm will result in Cprop
2 ¼ fU15; U16; U19g and jCprop

2 j ¼ 3.
Let there be a change in the load requirement to L2 ¼ 6. This
will trigger a new optimization. On using the exhaustive

search the solution will be the same as before, i.e., C�
2 ¼

fU15; U16g and jC�
2 j ¼ 2. However, proposed algorithm will

result in Cprop
2 ¼ fU15; U16; U19g and jCprop

2 j ¼ 3. Therefore,
the cardinality of selected set of caches differs by 1.

In general, the BSs present within the spatial spread of the

social group of theK users can be informed about the selected

caches. In this work, we have not directed the algorithm to the

scenario where the transition matrix at a given slot boundary

is also dynamic in nature. However, the work can easily be

extended to such a scenario.

IV. RESULTS

In this section, we demonstrate the results of the proposed

cache selection framework for a specific working day at the

campus using the greedy algorithm. Further, we have com-

pared the performance of the mobility-unaware cache selec-

tion approach to the proposed cache selection framework.

For a fair comparison, in mobility-unaware cache selection,

the number of selected caches is kept equal to jCprop
p j; how-

ever, any set can be randomly selected out of all the candi-

date sets [21]. We have considered social groups of size K =

5, 10, 20 to demonstrate the impact of the number of users in

a social group on the selection of caches. The cardinality of

the set of selected caches quantifies the caching load on the

cellular network. The optimization has been performed in

slot 1 of the specific day under consideration unless other-

wise stated.

Table IX exhibits the effect of SNRcell on the user load on

the cellular network for K ¼ 5; 10; 20 when L1 ¼ 2; 4; 4
respectively. It can be observed that with the increase in SNR

threshold from 20dB to 25dB either user load on the core net-

work increases or cardinality of the selected set of caches

increases. This is because with increased threshold the size of

feasibility sets reduces as explained in Section 2, and the load

on the network will increase, or the network will require more

caches to achieve the predefined user load constraint. As a

result, for K ¼ 5, U5 is selected as the cache when threshold

SNRcell = 20dB whereas U2 and U5 are selected as caches at

SNRcell = 25dB.

Fig. 4 shows the achievable sum-rate of the non-caching

users using the proposed spatio-temporal user behavior aware

caching framework and mobility-unaware cache selection

approach for K ¼ 5 at SNRcell = 20dB. The sum-rate expres-

sion for each slot is given as follows:

TABLE VII
RESULTS FOR K ¼ 20

TABLE VIII
TABLE FOR jC2j ¼ 3 AND K ¼ 6 IN CASE OF RE-OPTIMIZATION AT 10th SLOT Algorithm 5. Stage 2: Greedy Algorithm

Step 1: Initialize jCpj = jCprop
p�1 j,Q = Cprop

p�1 and Cp = Cprop
p�1 .

Calculate user load for set Cp.

if Observable load � Lp then

Solution Cprop
p is achieved.

else

Go to Step 2.

end if

Step 2: Increment value of jCpj.
if jCpj > bK=2c then
Exit search.

else

Consider only those candidates in Step 3 which have Q as a

subset.

end if

Step 3: Calculate observable user load for candidate sets of jCpj
caches.

if Observable Load � Lp for at least one set then

Solution obtained

else

Update Q with the candidate having minimum user load. Go to

Step 2.

end if
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Srate ¼ Evl

XðK� C
prop
1j jÞ

i¼1

Ri

2
4

3
5; (8)

where Ri is the rate achievable at the ith user which may be

served by one of the caches in Cprop
1 via D2MD or cellular net-

work. The sum rate is averaged over the observable states vl in a
given slot. From Table IX, it is known that U5 should be selected

as the cache atK ¼ 5 and SNRcell ¼ 20 dB, i.e., there are 4 non-
caching users. In a conventional cellular communication with

unicast links per user, the baseline cellular sum-rate performance

will be 4�log 2ð1þ 100Þ = 26.632 bits/s/Hz. It is obvious from

Fig. 4 that the former performs worse than the proposed cache

selection framework. This is because mobility-unaware cache

selection fails to take into account the effect of spatio-temporal

behavior and other constraints. Lesser sum-rate in mobility-

unaware cache selection means more users are opting for cellular

communication. Hence, the user load on the cellular network is

higher in mobility-unaware cache selection. To achieve the

desired user load on the cellular network, more caches have to be

selected in the mobility-unaware cache selection approach. How-

ever, this will increase the caching load on the cellular network.

Fig. 5 presents the set of caches required for L1 ¼ 2. It can be
seen that as the number of users in the social group increases,

the number of caches required will also increase. An interesting

insight can be obtained through Fig. 5, i.e., even though the num-

ber of caches needed for K = 8 and 9 are equal, however, the

caching users are not the same. This is because the total number

of caches as well as the users that are to be selected as cache are

the function of the joint mobility patterns and pairwise SINR

values of users. Hence, for K = 8 and 9 sets fU3; U6; U7g and

fU5; U7; U8g are selected as caches respectively.
Fig. 6 shows the per time slot user load on the cellular network

at K ¼ 5; 7; 10 and L1 ¼ 2; 3; 4 respectively when set Cprop
1 of

caches is utilized. The user load on the network varies with the

time of the day as in each time slot different set of state vectors

are observable depending on the transition matrices. This is also

evident from the discussion in Section 2. Further, with a change

inK and the desired user load L1, the user load on the network

for each slot also shows a variation. This is because Cprop
1

obtained using the greedy algorithm varies with the value of K
and L1. Fig. 7 shows the impact of K = 20 and the number of

caches selected on the minimum user load on the cellular net-

work. It can be observed that as the number of caches increases,

the minimum user load on cellular network decreases. However,

an increase in the number of caches will strain the cellular net-

work at the time of content caching.

Now, let us say, forK ¼ 6, due to sudden network congestion,
another optimization needs to be performed and v0 is now the

state of the network at the 10th slot. L1 ¼ 2 is reduced to L2 ¼ 1
(example withK ¼ 6 and L1 ¼ 2 illustrated in Section 3) at the

beginning of the 10th slot of the specific day other consideration.
In case the constraint (7c) introduced in Section 3 is not applied

Fig. 4. Sum-rate of non-caching users w.r.t. time slot when SNRcell = 20dB.

TABLE IX
TABLE SHOWING IMPACT OF SNRcell

Fig. 5. Number of Caches w.r.t. number of users to achieve L1 = 2.

Fig. 6. User load on cellular network w.r.t. time slot forK = 5, 7, 10.
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to our proposed framework, using Table VIII, set fU2; U4; U6g
with minimum user load less than L2 will be selected as caches.

Thus, two new caches are added to the network. On the other

hand, on incorporating the constraint (7c) and usingQ =Cprop
1 ¼

fU5; U6g, fU3; U5; U6gwill be selected as the set of caches. Con-
sequently, only one new cache, i.e., U3 needs to be added. This

implies that our proposed framework also helps in alleviating the

caching load due to frequent optimizations.

V. CONCLUSION

In this work, a greedy algorithm for cache selection is pro-

posed to solve the combinatorial optimization problem of select-

ing a set of the minimum number of caches to achieve the desired

user load for a D2MD network. The set of caches is selected by

utilizing real-world location information to obtain the spatio-tem-

poral behavior of the users. The proposed work has been shown

to alleviate the caching load on the cellular network. Moreover,

the proposed framework does not discard the previously selected

caches. Further, a discrete-time inhomogeneous Markov chain is

presented to model the joint mobility pattern for the users in the

D2MD network is developed. The selected caches are tagged to

their social group and are responsible for doing D2Dmulticast to

disseminate the popular multimedia files to the non-caching

users. It is observed that the proposed algorithm is computation-

ally less intensive with complexity OðK2Þ as compared to com-

plexity Oð2ðK�1ÞÞ of the exhaustive search. Further, the

presented optimization has been shown to perform better than

mobility-unaware cache selection.
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