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Abstract- The recent interest in using visible light as a means of
communication has opened up possibilities for using visible light
for other applications as well, such as indoor positioning. Visible
light offers higher bandwidth, immunity from electromagnetic
radiation, and most importantly it can be seamlessly integrated
into the existing lighting infrastructure. This paper proposes a
visible light based positioning model for estimating an object’s
three-dimensional (3-D) parameters such as height and radius
in addition to location in an indoor environment. The model
is built using neural networks (NN), trained by simulating
numerous multiple object scenarios in an indoor environment.
It also takes into account the shadowing effects so it can be
implemented in a multiple obstacle environment. The proposed
algorithm has numerous applications, such as positioning assisted
communication, suspicious object monitoring and surveillance in
an indoor environment. The proposed model achieves a location
accuracy of 5.4 cm, which could be further improved to 4 cm at
the expense of extra hardware. The accuracy in measuring the
height and radius of the objects using the proposed framework is
observed to be 4.39 cm and 1.27 cm, respectively. In addition, we
also propose a methodology to optimize the power distribution
to the light-emitting-diodes (LED’s) in order to get the optimum
location accuracy while maintaining the total power constraint
on the system. This method could be utilized to update the
power allocated to the LEDs by exploiting the current location
of the objects in the room to improve communication uplink by
employing visible access points (VAP’s).

Index Terms—Visible Light Communication (VLC), Indoor
positioning, Matern hard core point process (MHCP), Light-
emitting-diodes (LEDs), Artificial Neural Network (ANN).

I. INTRODUCTION

Indoor positioning has gained considerable traction recently
due to its utility in different environments such as underground
parking, office and home spaces, etc. Recently, a substantial
amount of research has been devoted to developing more accu-
rate models for indoor positioning, which could be attributed
to the advancements in wireless sensor network technolo-
gies. Several indoor positioning technologies, such as pseudo-
satellite (Pseudo lite), assisted global positioning systems like
(A-GPS), Zigbee, Bluetooth (BT), wireless local area network
(WLAN), ultra-wideband radio (UWB), radiofrequency tags
(RFID), infrared, computer vision, magnetic, ultrasonic and
visible light are being considered to achieve high-accuracy
indoor positioning and navigation systems [1]–[4]. However,
GPS positioning results in significant path loss due to attenua-
tion by the room walls. Similarly, UWB-based positioning has
very low signal strength, which makes it unsuitable for large

indoor spaces. Further, WLAN-based positioning requires a
complicated setup, and the accuracy is also quite low [5]. Other
positioning methods, such as infrared, Zigbee, and Bluetooth,
are vulnerable to fluctuations in signal sources [6]. Employing
visible light for indoor positioning has recently become the
subject of much investigation within academic and industrial
research community [7]. Moreover, the LED-based visible
light positioning (VLP) system also has great potential for
practical applications such as light assisted communication,
suspicious object monitoring, and surveillance in an indoor
environment.

Visible light communication (VLC) has been widely used
in indoor positioning, as evident from previous literature [7-
14]. Its suitability for indoor positioning comes from the fact
that it offers large bandwidth, high positioning accuracy, and
immunity from electromagnetic interference. In addition, it
requires no large-scale costs for deployment as it can be
integrated seamlessly into the existing illumination setup.

VLC-based positioning techniques are of two types, pho-
todiodes (PD) and image sensor (IS) based systems [8]. The
usage of PD based system is more because they have high
sensitivity to light, and they are less expensive, whereas
IS can spatially separate light sources. But preference is
given to IS based positioning technique because it does not
need multiplexing techniques, and also, positioning exactness
will not be influenced by surrounding light interference. The
basic methodology is trilateration which uses visible light
sources as anchors. In Epsilon [9], each bulb, with its lighting
function, also serves as a site mark. It transmits, using the
light carrier; location signals carries the information, which
means the stance of the bulb and its duty cycle, to enable
positioning on the end of the receiver part. An intelligent cell
is used as a receiver that uses light sensors to extract the
signal’s information, and the received signal strengths (RSS)
are measured [10] from many LEDs, and distance is calculated
from each bulb using the optical channel model. Then, from
all light sources, beacon information is received, and distances
are measured, which helps to estimate the location. There
are different methods for triangulation’s like received signal
strength indicator (RSSI), time of arrival (TOA), angle of
arrival (AOA), and time difference of arrival (TDOA). There
are different probing signals depending on the positioning
system, like ultrasound, ultra-wideband (UWB), and wireless
local area network (WLAN). As ceiling lights are visible from
any place in an indoor environment, it works under line-
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of-sight (LoS) conditions, which is why the received signal
strength ratio (RSSR) is preferred [10]. Here the RSSR is the
ratio of the received signal power (strength) at the PD to the
transmitted signal power from the LED. In an indoor VLC
system, RSSR is determined by the LED transmission power,
the distance between the LED and the PD, and the respective
VLC parameters such as LED irradiance angle, receiver field-
of-view (FOV).

The two primary components required for visible light-
based indoor positioning are the LED as transmitters and
PD as optical receivers. There is a constant link between
the LED and PD, which is only interrupted in the presence
of an object blocking the LoS. Thus the changes in the
channel characteristics in the presence of an object can be used
to gather information about the object such as its position,
shape etc. However, multipath propagation, shadowing and
interference from various noise sources as well as form other
objects in the vicinity affect the LED’s transmitted optical
signals [11]. Thus, finding suitable models for the VLP to
achieve high positioning accuracy is a source of a considerable
amount of research [12]. This paper builds upon the existing
work on VLP and proposes a novel RSS based VLP system
model for indoor positioning, which can be implemented by
utilizing the existing lighting infrastructure. Specifically, the
proposed VLP system model can be used to construct a 3-
D rendering of a room with multiple objects. The objects
in the room are modelled as cylinders1 with varying heights
and radius, leading to well-defined metrics for evaluating the
performance of the algorithm [15]. Furthermore, this paper
also presents a technique for allocating the power available to
the LEDs in response to a particular arrangement of objects
further increasing the accuracy of positioning.

A. Related Works

VLP has emerged as a tractable approach to localize objects
in an indoor environment and various methods have been
considered in recent literature for increasing the accuracy of
VLP models. A simple regression-based approach for VLP
with linear and nonlinear least square estimations (LLS &
NLS) has been shown in [16]. It’s performance is evaluated by
various metrics such as the average localization error, standard
deviation, and cumulative distribution function (CDF). One of
the major contributions of [16] is employing the regression
method to enhance the VLP system’s performance. In [17], a
novel positioning scheme is presented which utilizes both the
received power profile as well as the angle of arrival (AoA) in
order to increase positioning accuracy. An analytical expres-
sion for the Cramer-Rao lower bounds (CRLB) for RSS-based
localization is also discussed, along with the effectiveness of
the solutions under varying parameters. Further, techniques to
increase the accuracy of VLP are proposed in [18] and [19].
In [18], a new responsivity model square (SQ) is proposed
and in [19] an indoor positioning system that utilizes multiple
PDs with a known calibration point is utilized to increase the

1In [13] [14], different geometric models representing the human body have
been considered. It has been shown that the human body as a cylinder is the
best-fit with respect to other models.

accuracy of VLP. Both show an increase in VLP accuracy
but at the expense of increased complexity. VLP accuracy can
also be optimized by employing additional sensors in addition
to a standard PD. In [20], Simon et al. have used a camera,
an inclinometer, and a magnetometer sensor to determine
the target’s position. Similarly, in [21] authors combined the
measurements from a camera, gyroscope, and encoder for
positioning and the data is fused using multiple approaches,
including an extended Kalman filter. In [22], Cheng et al.
employed a CMOS camera and the geometric features of
LED projection to improve the positioning accuracy. Although
usage of multiple sensors increase the position accuracy it
also leads to additional issues such as identifying a suitable
algorithm to combine the measurements of different sensors. In
[23], simultaneous positioning and orientating (SPAO) scheme
was developed using a novel particle-assisted stochastic search
algorithm, which provided a substantial technical improvement
over the existing VLC localization solutions. Similarly, a
visible light positioning system based on particle swarm opti-
mization (PSO) algorithm is proposed in [24]. In [25], authors
used many LEDs to form a low-complexity VLP model with
sinusoidal waveforms. However the acquired signal suffered
from a low signal-to-noise ratio, so the location estimation was
repeated for overlapping received signal segments differing by
a few samples. The mean of the resulting positions is taken to
be the final estimate. In [26], a 3-D positioning scheme of a
target terminal having multiple PDs is proposed. Using RSS
measurements and the relative coordinates between the re-
ceiving PDs and fixed transmitting LEDs accurate positioning
can be done by Los channels. Moreover, [26] also considered
multipath reflections from the interior walls as non-line-of-
sight (NLoS) channels, and it is observed that the positioning
accuracy decreases linearly with the reflection coefficient of
walls. The results are also verified by simulations.

It is noted that in the models presented in existing literature,
a single PD is generally used to signify a user and the
location of that PD is estimated by maximizing the likelihood
of the received power profile matrix obtained from different
transmitting LED’s [17]. Consequently, most of the existing
system models for VLP locate the objects as a point in 3-D
space. In contrast, by utilizing the VLP system model proposed
in this paper, the 3-D shape of the user can be identified.
In addition, the proposed model facilitates passive modelling.
Specifically, the target, which is being localized, need not
possess a PD. For instance, passive objects, such as furniture
in the room, can also be modeled by the proposed method.

In addition, the proposed model can also perform accurate
positioning in the presence of multiple objects. Conventional
VLP methods generally are inaccurate when multiple objects
are present in a room since the objects may block the LoS
path between the transmitter and other objects. As this model
considers the objects as 3-D shapes, the effects of shadowing
in the presence of multiple objects can be clearly observed
and corrected. Moreover, in this paper, as stated before indoor
positioning utilizes RSS based method. In order to obtain
the RSS, we need to calculate the received power at the
PD. Here, in this paper the received power is calculated
based on the LED illumination power across the room in the
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presence of human blockages. Hence for the received power
profile calculation, LED need not be a communication source
and may just function as a source of illumination Hence,
the proposed VLP can facilitate improvement in positioning
without significant changes to existing infrastructure. In this
paper, we have considered 4 LEDs transmitting (broadcasting)
the same data) at equal power. Since all the LEDs emit the
same power, both RSSR and RSS methods are equivalent for
a machine learning-based algorithm.

B. Contribution

The existing literature on VLP primarily focused on locating
the object as a point in 3-D space. Although, this induces
less operational overhead, it tends to overlook the information
about the shape and size of the object. The estimation of
the shape and size of the object is especially important when
multiple objects are present in the room. In this work, which
builds upon the work presented in [15], we overcome the
above drawback by proposing a novel VLP model which
estimates an object’s 3-D parameters along with its location in
an indoor environment. The major contributions of this paper
are summarised as follows:

1) In this paper, we propose a novel system model for VLP,
which can be used to estimate the location of objects in a
room. Unlike the conventional VLP models, the proposed
model can be used to predict the location even in the
presence of multiple objects.

2) Further, we also construct and train a neural network
(NN) to estimate the height as well as the radius of the
objects. The NN, along with the VLP algorithm, can be
together employed to construct a 3-D model of the objects
in the room.

3) In addition, we propose a method to optimize the power
allocation to each LED in a room by exploiting the cur-
rent location of objects while maintaining the total power
constraint on the system. This will lead to efficient power
allocation among LED’s, based on the position of objects
in the room for optimum communication performance.

The rest of the paper is organized as follows. Section II and
III discuss our system model and spatial model respectively.
Section IV presents our algorithm for visible light positioning.
Section V is related to constructing and training the NN to
calculate the height and radius of the objects. Section VI
discusses a power allocation scheme for optimum localization
accuracy and the paper is concluded in Section VII.

Notations : The vector and the matrix are denoted as x and
X respectively. The vectorization of matrix X is denoted as
X(:). The element corresponding to ith row and jth column of
a matrix X is represented as Xij . The blockage probability and
the blockage density are denoted as PB and λB , respectively.
The actual coordinates of an object is denoted by (x,y) while
the predicted coordinated of the object is given by (x̂, ŷ). The
variable L and K are used throughout the paper to denote the
number of LED’s and the number of objects in the indoor
environment. P denotes the power profile of the room and
H(g̃, l̃) denotes the channel gain between LED (l), and photo
diode (g).

II. SYSTEM MODEL

In this paper, we have considered a standard office room of
dimensions, 5 m × 5 m × 3 m,2 with 4 LEDs placed on the
ceiling. The LEDs are located at the midpoints of the diagonals
from the center to the vertices as shown in Fig. 1. The room
floor is considered to be the receiver plane and is divided into
a number of grids with PDs placed at each grid point.

Fig. 1. System model illustrating the location of the LEDs.

The received power at each PD depends on the distance
between the LED and the PD, the receiving angle, the field of
view of the PD etc. The proposed system model simulates the
presence of multiple objects and takes into account a single
reflection from the room walls as well as the LoS path. The
LoS link is exploited to estimate the position of objects in the
indoor environment and their broad geometrical properties like
height and radius. The received power profile in the absence
of an object can be seen in Fig.2, where each lattice point
represents the location of a PD.

Fig. 2. Received power profile of the room in the absence of any objects.

2The dimensions considered are consistent with that of a standard office
room as shown in [27].
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A. VLC channel Model

We have consider a multipath VLC channel model that
includes reflections up to first-order from the wall. In this
paper, we have used the integrating-sphere model given in
[28]. The integrating-sphere model was originally used in
infrared communications, and the most important feature of
the model is that the same scattered signal gain is assumed
throughout the room.

The frequency response of the channel is given by:

H(f) = H(0)exp(−j2πf∆τLoS)

+HDIFF
exp(−j2πf∆τDIFF )

1 + j
(
f
f0

) , (1)

where ∆τLOS and ∆τDIFF are the time delays of the trans-
mitted signal taking the LoS and the NLoS path, respectively,
f0 denotes the cut-off frequency of scattering channel, and f
represents the operating frequency in Hz.

The channel gain of LoS component, H(0), is given as:

H(0) =

{
(m+ 1)A

2πD2
d

cosm(φ)Ts(ψ)g(ψ) cos(ψ)

0 ≤ ψ ≤ ψc ,

(2)

where m represents Lambertian order defined as:

m =
− ln(2)

ln(cos(φ 1
2
))

. (3)

In (2), A is the physical area of the PD, Dd is the distance
between the visible light transmitter and the receiver, φ is the
angle of irradiance, ψ is the angle of incidence, ψc is the
receiver field of view (FOV), Ts(ψ) is the gain of the optical
filter, and g(ψ) is the gain of the optical concentrator given
as:

g(ψ) =

{
n2

sin2(ψc)
, 0 ≤ ψ ≤ ψc, (4)

where n is the refractive index of optical concentrator.
The diffuse channel gain HDIFF due to NLoS path is given

as:
HDIFF =

AR
Awalls

ρ

1− ρ̄
, (5)

where,
ρ̄ =

1

Awalls

∑
i

Aiρi , (6)

ρ̄ represents an average reflectance, ρ refers to instantaneous
reflection, AR is the area of reflection point on the wall from
where the NLoS rays are reflected, Ai is the area of ith grid
on the wall and Awalls is the total area of the walls of the
room over which the reflection is considered.

For a given transmission power (PT ), the total received
power using multiple LEDs, including diffused path through
the walls, can be obtained as:

Pr =

L∑
l=1

[
PTH(0) +

∫
walls

PTHDIFF

]
. (7)

where L is the total number of transmitting LEDs and the
total power is obtained by ingratiating both LoS the NLoS
links across the room. The parameters used in this paper for
the visible light channel are given in Table I.

TABLE I
SYSTEM MODEL PARAMETERS

Parameter Value
Total transmitted power PT 2 W
Refractive index n 1.5
Optical filter gain Ts 1
Wall reflection ρ 0.8
LED semiangle Φ 60◦

Receiver active area A 1 cm2

FOV of the receiver ψc 60◦

III. SPATIAL MODEL

In this paper, the objects are modelled as cylinders placed
randomly within the room [29]. Since we have approximated
the objects as cylinders, their geometric shape can be de-
termined by their radius and height only. The height of the
objects is sampled uniformly from the range 0 to 2 m, and the
radius is sampled uniformly from the range 0 to 0.5 m.3 Unless
mentioned otherwise, we will assume the default height and
radius of the object to be 1 m and 0.05 m respectively, which
are selected keeping in mind the height of the room and the
area of the floor.

In this paper, we have used Matern Hard Core Process
(MHCP) to generate multiple objects in an indoor environ-
ment. Hard-Core processes are point processes where points
are not allowed to be closer than a certain minimum distance.
Thus, they are more regular (less clustered) than other point
processes. Moreover they realistically emulate real-life scenar-
ios where objects have a finite width and cannot occupy the
same space. In this paper, we have MHCP Type-I, where we
start with a basic uniform Poisson point process (PPP) φb with
intensity λb, and then remove all points which have another
point within the minimum distance r. The intensity of the
type-I process is given by λb e−λbπr

2

[30], [31].

IV. PROPOSED VISIBLE LIGHT POSITIONING (VLP)
MODEL

In this section, the proposed algorithm for locating an object
in an indoor environment is presented. The proposed algorithm
takes into account the received power profile of the room in the
presence of the objects and estimates the positions of objects
in an indoor environment.

A. VLP Model

This subsection discusses the proposed VLP model to
estimate the location of the object in a multiple object en-
vironment. We have considered an indoor environment having
K desired users and L LED light sources. Let P0 represent the
received power profile of the room without any desired users,

3These ranges were used keeping in mind the average range for the height
and width of humans.
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Fig. 3. Differential power profile for an object at (0.6507,-1.2414) with height
of 1.4806 which is used to predict the height of the obstacle

and P represent the received power profile in the presence of
the desired users. Define a function, ∇F = P0 − P , which
will be referred as the differential power profile in the rest of
the paper. Then the coordinates of the desired users predicted
by the system are given such that:

(x, y) : ∇F = 0 and ∇2F < 0. (8)

Since the function ∇F represents the change in the power
profile on the addition of desired users in the room, we can
assume that the power profile will incur maximum change at
points near the location at which the desired users have been
added. This assumption has been validated in the results shown
in the paper and can be heuristically observed since the desired
users block the light reaching the photodiodes in its vicinity
and hence have a greater impact on the power profile near
their location. For example, Fig. 3 shows the plot of ∇F , and
as you can see, the maxima (0.65,−1.25) lies near the actual
location of the obstacle.

However, the power profile cannot be calculated over the
entire room, so F is only evaluated at discrete points known as
grid points which contain PDs. The spacing between adjacent
grid points is known as grid size (this can be seen in Fig. 1,
where each point on the graph is a grid point).

Let g̃, l̃, k̃, represent the coordinates of the grid points,
LED’s and objects respectively.P0 and P can be evaluated
as:

(P0)g̃ =

L∑
l=1

[
PlH0(g̃, l̃) +

∫
walls

PlHDIFF (g̃, l̃)

]
, (9)

Pg̃ =

L∑
l=1

[
PlH0(g̃, l̃)

( K∏
k=1

φ(g̃, l̃, k̃
)

+

∫
walls

PlHDIFF (g̃, l̃)
( K∏
k=1

φ(g̃, l̃, k̃
)]
.

(10)

where, φ(g̃, l̃, k̃) is an indicator variable (0 or 1), which
indicates whether the object is blocking that particular path
(0) or not (1), and is calculated geometrically.

Fig. 4. Schematic for blocking by an object

In the proposed VLC model, an obstacle is said to block the
line of sight to the desired user if :

1) The center of the obstacle is at a distance less than r
from the line joining the center of the desired user to the
LED, where r is the radius of the obstacle (Please ref.
Fig. 4).

2) The height of obstacle is sufficient such that its shadow
reaches the desired user, which can also be checked
geometrically. As shown in Fig. 4, the condition is
equivalent to:

hB − hR
dB

≥ hT − hR
dT

where hB is the height of the obstacle, hR is the height
of the receiver, hT is the height of LED, and dT and dB
are the horizontal distances of user and blockages from
the transmitting LED respectively.

B. Performance of VLP algorithm

In this subsection, the performance of the proposed VLP
algorithm has been presented. In order to test the performance,
an object is uniformly simulated inside the room with the
default shape (height and width) parameters. The location of
this object is then estimated using the VLP algorithm, and this
process is repeated over 1000 iterations.
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The average root mean square error (RMSE) thus obtained
in the measurement is 0.054 m, where the RMSE is calculated
as:

RMSE =

√√√√ N∑
n=1

(x̂− x)2 + (ŷ − y)2

N
. (11)

where x̂, ŷ represents the predicted location of the desired
user and x, y represent the true location of the desired user,
and N is the total number of iterations which in the present
case is equal to 1000.

C. Variation of VLP system performance with system pa-
rameters

The proposed algorithm can also be applied to a multiple
object environment. However, the interference with the line
of sight and shadowing effects in a multiple object scenario
would result in lower location accuracy. In this subsection,
the impact of grid size and the number of objects on the
performance of the proposed VLP algorithm is discussed.

1) Grid Size
In the practical system, the power profile of the room can

only be evaluated at discrete points across the room. The grid
size (the distance between two adjacent points at which the
function is evaluated) is extremely important for two reasons.
Firstly, it decides the number of PDs required for the system
to function. Larger the grid size, lesser the number of PDs
required. However for a smaller grid size the function is
evaluated at more number of points, and it approximates the
continuous function better. Hence, the error in VLP is expected
to increase with grid size.

The effect of varying the grid size on the RMSE, average
location error over multiple iterations can be seen in Fig. 5.
For each value of grid size, 20 iterations of multiple desired
user environments are generated using MHCP, and for each
iteration, the location error (ε) is calculated as:

ε =

K∑
k=1

√
(x̂− x)2 + (ŷ − y)2

K
. (12)

where, x̂, ŷ represent the predicted location of the desired
user and x, y represent the true location of desired user, and K
represents the number of desired users generated using MHCP
in that particular iteration.

Fig. 5 shows the variation in location error with varying
grid sizes. It can be seen that the location error increases
with the increase in grid size which is consistent with our
hypothesis considered in the paper. It is due to the fact that
the smaller the grid size, the better the approximation to the
continuous differential power profile and hence our algorithm
works better too. Unless otherwise mentioned in this paper,
henceforth, we will assume a grid size of 0.2 m as a further
decrease in grid size increase the operational overload without
any proportionate increase in accuracy of the model as seen
in Fig. 5.
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Fig. 5. Variation of location error with grid size

2) Number of objects
Since the MHCP results in a random number of objects

being generated in the room, in order to get a fixed number
of objects, we will be using a random point process which
assumes a uniform probability of an object being anywhere in
the room. Moreover, the objects are distributed independently
with the same default shape parameters (height, radius).

Fig. 6 depicts the variation of location error with a change
in the number of objects. The location error is calculated using
(12).

Fig. 6. Variation of location error with the number of obstacles

As we can see, the value of location error increases with
the number of objects. More the number of objects in a room,
greater will be the probability of an object being blocked by
another’s shadow. This overlap would result in some objects
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not being detected which increases the error in positioning as
shown in Fig. 6.

V. SHAPE ESTIMATION USING VISIBLE LIGHT

This section presents a novel insight into using visible light
to construct a 3-D rendering of an indoor environment. This
algorithm can be used to develop accurate surveillance systems
which makes use of only the current lighting infrastructure of
the rooms. Moreover, using LED’s is much cheaper than the
present methods of height estimation that utilizes microwave
or WiFi. Estimating the shape of objects in an indoor envi-
ronment could help us in constructing a topological map of
the room which could be useful for indoor navigation and
monitoring.

One of the most significant advantages of the system model
presented in this paper over the previous system models is
its ability to estimate an object/ user’s shape in the room’s
boundaries. Since we are modelling the objects as cylinders,
estimating their shape consists of estimating the height and
radius of the objects. No extra hardware is required for
shape estimation, and instead, it can be done using the same
architecture, LEDs as transmitters and PDs as the receiver.
However, it can not be done using a fixed algorithm since
height and radius estimation are more subjective than location
estimation. In this paper, we have constructed a NN as shown
in Fig. 7, that takes the room’s received power profile as input
and then outputs the predicted height/radius of the object [32]–
[36].

Fig. 7. Structure of the shallow neural network [37], [38] used for shape
estimation

A. Height Estimation Model

The height of an object in a room is calculated by construct-
ing an artificial NN. It takes the received power profile of the
room as an input and predicts the height of the object. The
received power profile of the room consists of power received
at each grid point in the room. The height of the objects is
assumed to be between 0 and 2 m, which is a reasonable range
for indoor measurements. The radius of the object is fixed at
the default value of 0.05 m.

1) Training Data generation
In order to make predictions using a NN, the first step is

to train the parameters of the NN in order to minimize the
error in predicting the height of objects. We simulate an object

Fig. 8. Training the neural network

at a random location in the room with uniform probability
across the entire room and sample the object’s height from a
uniform distribution between 0 to 2 m. Further, we calculate
the differential power profile of the room in the presence of the
object. This is repeated over 1000 iterations to get a training
dataset. It is seen that the NN works better when the target
variable is between [0,1], so the height of the sample is divided
by 2 and used to train the network. The height predicted by
the NN is then doubled in order to get the actual predicted
height. Where, X and Y represent the length and the width
of the room respectively.

2) Training NN
For training, the constructed data set is divided in the

proportion of 80:10:10 into the training, validation, and test
set. A shallow NN having 10 hidden nodes is constructed and
then trained using the Levenburg-Marquadt (LM) algorithm.

The LM algorithm iteratively finds the minima of a function
that can be expressed as the sum of squares of non-linear
functions. It is very useful in solving problems involving non-
linear least squares and is a combination of the Gauss-Newton
method and Steepest Gradient Descent [39].

3) Results
The NN was trained for over 100 epochs (Please ref. Fig. 8)

after which the error obtained in each of the training, validation
and testing sets is represented below in Table II. The best
performance of the NN is seen at epoch 102, that is minimum
RMSE was seen in the test set.

TABLE II
DISTRIBUTED ERROR IN PREDICTION

Data type Samples RMSE R-value
Training 800 4.38854e-2 9.421e-1

Validation 100 6.08677e-2 9.1654e-1
Testing 100 5.60280e-2 9.0426e-1

RMSE is defined as the average squared difference between
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the outputs of the NN and targets, which are the true values.
Lower values of RMSE means a more accurate prediction by
the NN. Regression (R) values is indicative of the correlation
between targets and outputs [40]. An R value close to 1 means
that the output and the target are strongly co related that is
there exists a simple bijective mapping between the two. On
the other hand, an R value of 0 indicates a random relationship.
The performance of the NN is better represented by Figs. 9
and 10.

Fig. 9 depicts the distribution of errors over the training,
validation and test set. It is an histogram with the height of
the bar equal to the number of instances with error equal to the
range on the x axis. As you can see that the error distribution is
sharply peaked around zero error and the number of instances
become close to zero as the amount of error increases. This
shows that the neural network model is working correctly and
predicting values close to the intended target. Fig. 10 shows us
the regression value for the training, validation and test set as
well as over the entire dataset. As you can see that we get an
almost direct correlation between the outputs predicted by the
neural network and the target variables. This shows that the
model is working correctly in predicting the target variable.
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Fig. 9. Distribution of error in prediction by the NN

B. Radius Estimation Model

The radius of an object in a room is calculated by construct-
ing an artificial NN. That takes the power profile of the room
as an input and predicts the radius of the object. The power
profile of the room consists of power received at each grid
point in a room that contains a PD. The radius of the objects
is taken between 0 and 0.5 m, which is a reasonable range for
indoor measurements. The height of the object is fixed at the
default value of 1 m.

1) Creating Training Data
In order to make predictions using a NN, the first step is to

train the parameters of the NN in order to minimize the error
in predicting the height of objects. An object is repeatedly
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Fig. 10. R values for the data in each of the training, validation and test set
as well as the entire dataset

simulated for 1000 iterations at a random location in the room
with uniform probability over the entire room. The object
radius is sampled from a uniform distribution between 0 to
0.5 m. The power profile of the room is then taken as input
to the NN to calculate the object radius. It is seen that the
NN works better when the target variable is between [0,1],
so the height of the sample is doubled and used to train the
network. The radius calculated by the NN is then halved to
get the actual predicted radius.

2) Training NN
For training, the constructed data set is divided in the

proportion of 80:10:10 into the training, validation, and test
set. A shallow NN with 10 hidden nodes is then constructed
and trained using the Bayesian regularization algorithm as
shown in Fig. 11.

Bayesian regularization is a commonly used process to
train Neural networks and is especially used to convert non
linear regression into a simple ridge regression. It offers many
advantages such as: the models are more robust, the validation
process is faster and models become difficult to overtrain and
overfit [41].

3) Results
The NN was trained for over 100 epochs after which the

error obtained in each of the training, validation and testing
sets is represented in Table III. The best performance of the
NN was seen at epoch 104, that is the minimum RMSE was
seen in the test set.

TABLE III
ERROR IN PREDICTION

Data type Samples RMSE R-value
Training 800 1.26084e-2 9.027e-1

Validation 100 1.14627e-2 8.5783e-2
Testing 100 1.47891e-2 8.757e-1

Lower values of RMSE means a more accurate prediction by
the NN. Regression (R) values is indicative of the correlation
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Fig. 11. Training the neural network

between targets and outputs [40]. An R value close to 1 means
that the output and the target are strongly co related that is
there exists a simple objective mapping between the two. On
the other hand, an R value of 0 indicates a random relationship.
The performance of the NN is better represented in Figs. 12
and 13.

Similar observations can be seen in Fig. 12 and 13 to height
estimation. The error for radius estimation is also sharply
peaked around zero error and becomes no of instances become
rarer as the amount of error increases. The regression values
shown in Fig. 13 are also very close to 1 showing a direct
correlation between the outputs of the neural network and the
target variable. Based on the above two points, we can safely
say that our radius estimation model is working correctly
and is predicting values close to the target variable. One
observation that we can draw from the Fig. 12 is that the
network tends to underestimate the radius more often which
may be due to the shadowing effects of other objects.

VI. OPTIMISING VLP BY CHANGING POWER ALLOCATION
TO LED’S

In this section, we have analyzed the performance of the
proposed VLP system by optimizing the power allocation to
LEDs. The proposed optimal LED power allocation framework
is based on human blockage estimation inside the room. The
objective is to maximize the power at the receiver (user end)
subject to the illumination and BER constraints. Here, we
consider multiple LEDs and multiple user scenarios wherein
each user will act as a human blockage to others. Further,
in order to update the LED power with respect to the user’s
location inside the room, we require an estimation of the user
location, which is further fed into the LED controller, which
distributes the power among LEDs as per the proposed optimal
LED power allocation. Here we can deploy a microcontroller-
based LED controller circuit to facilitate the power manage-

0

20

40

60

80

100

120

140

In
s
ta

n
c
e
s

Error Histogram with 20 Bins

-0
.3

1
8

7

-0
.2

7
9

9

-0
.2

4
1

1

-0
.2

0
2

2

-0
.1

6
3

4

-0
.1

2
4

6

-0
.0

8
5

7
5

-0
.0

4
6

9
2

-0
.0

0
8

0
9

0
.0

3
0

7
3

0
.0

6
9

5
6

0
.1

0
8

4

0
.1

4
7

2

0
.1

8
6

0
.2

2
4

9

0
.2

6
3

7

0
.3

0
2

5

0
.3

4
1

3

0
.3

8
0

2

0
.4

1
9

Errors = Targets - Outputs

Training

Validation

Test

Zero Error

Fig. 12. Distribution of error in prediction by the NN
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Fig. 13. R values for the data in each of the training, validation and test set
as well as the entire data set

ment (varying light intensity) of the LEDs based on the user’s
location information inside the room.

In the system model, we have first simulated using an
infinitely thin obstacle and then using an obstacle having a
radius of 0.05m. Linear Regression is applied to the results to
develop a predictive algorithm to obtain the location and height
of an obstacle from the received power profile. Initially, when
no information about the location of the user (also the obstacle
for the other users) is available, power is allocated equally
to all the LED’s. Once the location information is available,
initially, total power is allocated to one particular LED at a
time while leaving the other 3 LEDs with no power, and the
location error is calculated. Then the process is repeated for
all the LEDs until the location information of each user is
obtained. Afterward, power is allocated in such a way that the
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LED serving the more users will get the more power giving
the minimum location error with respect to other LEDs having
fewer users, respectively.

Let us consider the power allocated to the LED in the form
of a four-dimensional vector, P , where each entry represents
the power allocated to that LED.

P =


P1

P2

P3

P4

 , (13)

where, Pi is the power allocated to the ith LED , i =
{1, 2, 3, 4}, subject to the total power constraint:∑

i

Pi = Pt, (14)

where Pt is the total power. The proposed power allocation
algorithm is given by:

Algorithm 1: Power Allocation Algorithm
Result: Optimum power allocation vector, Φ
Initial power allocation vector, P
Pi = Pt

4 ∀i = {1, 2, 3, 4}
For j = {1,2,3,4}

• Set Power allocation vector, Pj, such that P ji = Pt δij
• Simulate the received power profile of the room and

then calculate Location Errorj using Section IV
Set,

Φi =
1

Location Errori∑4
j=1

1
Location Errorj

.

where, δij is the dirac delta function.

δij =

{
0 i 6= j
1 i = j

(15)

Here, Eq. (15) defines the Kronecker delta function, δij
which is equal to unity only when i = j and is zero for all
other values of i and j. Where index i and j are for the LED
and the user, respectively. So the power allocation is done only
when there is a link available between ith LED and the jth
user.

The performance of this system model can be seen for par-
ticular arrangements of objects as shown in the Fig. 14. From
the snapshot, it can be observed that instead of allocating more
power to the LED around which some objects are clustered,
our allocation scheme allocates more power to the LED from
which the average distance of all the objects is lesser. This
power allocation algorithm was applied over many iterations,
where each iteration has a different number and arrangement
of obstacles, to improve positioning by optimizing the power
allocation to LED’s.

Over 100 iterations, the power allocation optimization was
applied, and the algorithm showed improvements in location
accuracy in 20 iterations, with the accuracy remaining un-
changed in the rest. We can conclude that there is a saturation
point for the accuracy after which application of the algorithm

Fig. 14. Position of objects, power allocated to the LED’s and the location
error

provides no further improvement. The saturation point varies
widely for different arrangements of the objects in the room
and it is difficult to quantify it. The optimization algorithm
resulted in an average net improvement of 22.068 % (9.2 cm)
in location accuracy.

VII. CONCLUSION

This paper introduces a novel VLP model which can be
used to predict the location of an object even in multiple object
environments. It is seen that the minimum squared error for
positioning is 6.7 cm. Moreover, the effect of grid size (the
distance between two adjacent PDs) and the number of objects
on the location error is also observed. In addition, this paper
also presents a NN-based algorithm for measuring the height
and radius of objects in an indoor environment such that a
3-D rendering of the room can be constructed. The RMSE for
the height and radius of the objects is 4.67 cm and 1.27 cm,
respectively. Moreover, the regression values obtained for both
height and radius show a clear dependence between the output
of the NN and the target value.

Furthermore, in this paper, we have discussed a method
for optimizing the power allocation to the LEDs in the room,
such that optimum location accuracy can be obtained, keeping
the total power of LEDs constant. The algorithm proposed
shows an improvement in 20% of the cases, with an average
improvement of 9.2 cm. An important point to be noted is that
on the application of the algorithm, the error in positioning
either decreases or remains the same, it never increases. In
addition to the results presented above, this paper opens up
the doors to many exciting research prospects like using the
above methods to jointly estimate the radius and height of
the obstacles. The proposed algorithm could find applications
in remote surveillance and monitoring of indoor environments
using just LEDs and PDs.
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