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# QUANTUM CIRCUITS: POWER AND LIMITATIONS 
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DEBAJYOTI BERA<br>Boston University, Graduate School of Arts and Sciences, 2010<br>Major Advisor: Steven Homer, Professor of Computer Science<br>Boston University<br>ABSTRACT

Quantum computation was proposed as an alternate computing process in the late20th century, when classical computing models faced limitation in solving quantum mechanical problems. Major breakthroughs came in the 1990s, when quantum algorithms for integer factoring and black-box searching were invented that are faster than the best classical algorithms known even today. In this thesis, we look at quantum circuits with limited depth and size and analyse their power and limitations.

Computer Science is about the study of computational problems, many of which are motivated by real-world applications. We are interested as much in an actual method to solve a problem as in its unsolvability. In computational complexity theory we separate out the actual problem from the computing apparatus (e.g. a Turing machine, an AND-OR circuit) and analyse the hardness of the computation, due both to the intrinsic complexity of the problem and to the underlying model.

In this thesis, we consider quantum circuits built with a universal set of gates and show that non-constant depth is required to compute a particular function (parity) and other similar functions. The parity function, extensively studied previously, was shown to take non-constant depth for classical circuits too, thus providing an evidence of an inherent hardness in the function itself. On the other hand we show that the quantum circuit model is rich enough to build a universal circuit (one circuit that can simulate all circuits) that has roughly the same depth or size as the simulated circuit. We also consider a fault model in which some of the inputs to a gate might not be connected to the gate's output. We ask if we can detect the faulty inputs by testing the gate on different inputs.

Our goal is to minimise the number of tests. We show that this is very hard for general gates but for certain gates it can be provably easier to detect faulty inputs. We even show that quantum algorithms can provably outperform classical algorithms for these gates. These results give us a sense of wherein lies the power of quantum computation and quantum circuits in particular.
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## Introduction

> "There is no quantum world. There is only an abstract physical description. It is wrong to think that the task of physics is to find out how nature is. Physics concerns what we can say about nature..."

- Niels Bohr

It can be debated whether the goal of physics is to understand how nature is or how nature behaves. In Computer Science, our goal is rather modest: To analyse the myriads of computations that we experience in nature ${ }^{1}$. Often that process involves analysing other computations that bear little or no similarity to anything that actually exists. These mostly serve to enrich our understanding of the properties of the computations. Since our goal is to gain insight about certain processes, we will henceforth ignore the issue of immediate relevance with the real world. If you are still hesitant to accompany me in this pursuit of theoretical knowledge, bear in mind that the magic number 0 was invented to understand arithmetic and possibly without any industrial application in sight.

Once we view a physical process as some kind of computation, involving an initial state, a time-dependent evolution function and (optional) inputs from outside, everything looks like a nail for this hammer. Pretty much anything around us is a computation in a sense; from making the perfect espresso to finding free food in a university campus ${ }^{2}$.

[^2]One of the first steps in analysing a process is to come up with a suitable model that adequately characterises it. A marvellous exercise in this was undertaken by Antoni Gaudí, a great Spanish architect, who lived around the turn of the century. His design of the holy family church, (la sagrada familia) in Barcelona is a masterpiece of art, and is still in the process of being build, after almost a hundred years. The church resembles a sand palace, with a tremendous complexity of delicate thin but tall towers and arcs. Since the plan of the church was so complicated, towers and arcs emerging from unexpected places, leaning on other arcs and towers, it is practically impossible to solve the set of equations which corresponds to the requirement of equilibrium in this complex. Instead of solving this impossible task, Gaudí thought of the following ingenious idea: For each arc he desired in his complex, he took a rope, of length proportional to the length of the arc. He tied the ends of one rope to the middle of some other rope, or where the arcs were supposed to lean on each other. Then he just tied the edges of the ropes corresponding to the lowest arcs, to the ceiling. All the computation was instantaneously done by gravity! The set of arcs arranged itself such that the whole complex is in equilibrium, but upside down. Everything was there, the angles between the different arcs, the radii of the arcs. Putting a mirror under the whole thing, he could simply see the design of the whole church![Aha99].

The above example is lacking in important details e.g. on why a stable structure can also be stable when physically turned upside-down but nevertheless it inspires us to try to capture the relevant details of any complicated problem in a simpler model. Considering the suitable model is very essential for a computation and at the core of any algorithm to solve a problem. This has resulted in many models that are studied in Computer Science. The most common are random access machines, Turing machines, Boolean circuits, cellular automata [vEB90]. Each of these models have some nice feature that makes it suitable for analysing a particular kind of computation. This huge crowd of models would be overwhelming if not for equivalence theorems between the different models. These enable us to continue working in any preferred model yet know that at
the end of the day the result is true irrespective of the model used.
Not all of these models punctiliously follow the computation process it was designed for. Real world processes can be too complex to be captured by simple rules of mathematics and logical deductions. Some of the models, e.g. the non-deterministic models, do not have any practical analogue. Instead, these models strive to capture some of the fundamental characteristics of the computation process and in this way, pave the way for a rigorous analysis of the complexity of the computation. In Complexity Theory, we separate out the hardness which is due to the model from the inherent model-agnostic difficulty of the problem itself and study them independently.

### 1.1 Quantum Computing

Quantum computation was first proposed in the late-20th century as an alternate computing process when classical computing models (which were based on Newtonian mechanics) were unable to explain all observed phenomena. Stated simply, during a quantum computation the data is carried by objects which follow the laws of quantum mechanics. For example, the spin of an electron might be used to denote 0 and 1 and flipping its spin will mean flipping a bit. Great progress has been made in quantum computation. It is currently even used in the communication industry, especially for secure communication. For a history of quantum computation, see [NC00].

In quantum complexity theory, we try to model the quantum computation with an aim to understand the magic that makes everything work. Major breakthroughs came in quantum computing in the 1990s where it was shown that integer factoring [Sho97] or black-box searching [Gro96] could likely be done significantly faster on a quantum computer than on a classical computer. It is to be noted that a practical implementation of quantum integer factoring would cause major disruption in the secure communication and e-commerce industry.

A quantum circuit is one of the ways to model a quantum computation ${ }^{3}$. Some of the other models are quantum Turing machine, quantum decision trees etc. These models have been shown to be roughly equivalent to one another. We will describe the details of the quantum circuit model in Chapter 2. But roughly, a quantum circuit consists of a collections of quantum gates which are connected by wires. The wires, like those in classical digital circuits, carry 0 or 1 , except that the value can also be a quantum superposition of 0 and 1. For now think of the superposition as the state akin to Schrödinger's cat [Wikb] - a wire can simultaneously carry the value 0 and 1 until it is explicitly measured by a physical measuring device. It is profoundly different than the wire carrying 0 or 1 without us knowing which one, in a sense it carries both the values. This leads to the funny situation, which is also responsible for the magic, where two wires taken together might not carry a particular value, say 00 , with positive probability even though individually the wires could be carrying the value 0 with non-zero probabilities.

Like classical circuits, there are quantum gates that change the values of the wires that pass through them following the rules of quantum mechanics. The quantum circuits that we study are limited in the sense that there are no feedback loops and the number of gates is bounded above by a fixed polynomial in the number of inputs. One or more wires are specified as the output wire; the final value of the circuit is the value obtained by measuring these wires.

### 1.2 Outline and main contributions

Most of the common models of quantum computing have been proved to be equivalent; this usually means that if a problem can be solved with reasonable resources ${ }^{4}$ in one model, then it can also be solved using reasonable resources in another model. However, some peculiarities of the circuit model make it suitable for certain problems. In this thesis,

[^3]we try to analyse this model and specially focus on the role of the different gates that are used in the quantum circuits. We provide key insights on wherein lies the strength of quantum circuits and what limits their power. We begin by giving a brief description of the quantum circuit model in Chapter 2.

### 1.2.1 Universal Quantum Circuit

One of the novelties of modern day computers over earlier computing devices was the idea of stored programs and universal machines. Unlike the calculators which were specialised to perform only a single operation, a computer is designed as a general purpose machine which takes two inputs, an encoded form of the steps of an operation known as the program and the data for the program. It then executes the program on the data and outputs the output of the program. Such a simulator which can conceptually simulate many different kinds of operations is usually called a universal machine.

There are several remarkable results showing how to construct universal Turing machines and universal machines for other models of computing. In Chapter 3, we explore the idea of a single quantum circuit to simulate a family of similar quantum circuits. We also focus on the efficiency of their simulation. For example, a machine which takes exponential time to simulate a constant step algorithm might not be very interesting. Since the quantum circuit model of computing is equivalent to the Turing machine model, it is obvious that there exists a universal circuit. However, it is not clear how large this circuit is. Valiant, Cook, Hoover and others have studied classical universal circuits. We similarly define quantum universal circuits and give explicit constructions where the universal circuit uses similar resources compared to the simulated circuit.

In Theorem 3.3.2, we show how to construct a quantum universal circuit with only a constant factor increase in depth. We show how to construct a quantum universal circuit with only a minor blowup in the size in Theorem 3.4.5.

### 1.2.2 Lower Bounds

After we show that low depth (or size) circuits with certain sets of gates can be powerful enough to contain a universal circuit for all circuits of the same depth (or size), we can ask a contrasting question: How powerful is a circuit with a fixed set of gates and of a limited size or depth? Historically, the study of (classical) circuit lower bounds gained popularity as a possible approach to separating P from NP. While progress towards this goal has been slower than as expected, the field of circuit lower bounds has nevertheless remained popular in complexity theory.

In Chapter 4 we look at lower bounds of quantum circuits. Specifically, we consider circuits with constant depth ${ }^{5}$ and created by a fixed family of 1-input gates and a specific multi-input gate. Our goal is to prove that this kind of circuits are not powerful enough to compute some functions that we believe to be computationally hard.

Similar questions had been asked before for classical circuits. But quantum circuits often behave in a way that defies intuition. For example, a very useful technique used in classical circuit construction is to take a wire, split it using a wire-splitter or solder another wire to it to obtain several wires carrying an identical value. This obviously simple operation, known as cloning, is not allowed in any quantum circuit by the rules of quantum mechanics.

Classical circuits and gates are usually analysed based on the function they compute i.e. the mapping between input and output values. On the other hand, quantum models are inherently probabilistic in nature. For example, for every input, instead of a single output value, there is a probability distribution of outputs. This will be explained in detail in Chapter 2. Thus, the classical techniques cannot be applied anymore. We provide a new lower bound technique using probabilistic analysis of the functions computed by the gates and the circuits (Theorem 4.4.7). This gives us the desired lower bounds for a certain class of quantum circuits. We also apply the technique to show that parity cannot be computed by a certain type of constant-depth quantum circuits (Theorem 4.5.2).

[^4]
### 1.2.3 Detection of Faulty Gates

In any office, tracking a lost file can be significantly easier if the bureaucracy has very strict rules of operation. It is debatable if moving to electronic data would reduce the chances of losing files in the first place but I think most would agree that if a system is very robust against disturbances, then any discrepancy might be easily detected.

In Chapter 5, we consider a new fault model for classical and quantum gates where a faulty gate might not depend on all its inputs. If we are given multiple copies of the same exact faulty gate, then we can always create a circuit using these gates to determine which inputs are faulty. Our goal is to minimise the number of copies of the gate. We consider a few types of gates and show matching classical and quantum upper and lower bounds on the number of such gates that we need to use to detect faults. We also observe that for gates that are harder to compute (this notion will be elaborated in later chapters), it is easier to find these faults; this should be seen as a supporting evidence of the intuition described above.

We consider gates computing the parity function and give a quantum algorithm for faulty quantum parity gates (Theorem 5.4.1) which is not-only optimal for the quantum case but also provably more efficient than any classical algorithm for faulty classical parity gates (Corollary 5.4.4). We similarly consider gates computing the AND function: we give an algorithm (Theorem 5.6.1) for quantum gates computing this function and show it is optimal (Corollary 5.6.2) and provably better than any classical algorithm for faulty AND gates (Corollary 5.6.3).

### 1.2.4 Future Direction

In this thesis we consider a few fundamental quantum gates and evaluate their properties, especially their relative power against one another. Also, the circuits we consider mostly belong to a specific class. A lot of questions remain unanswered, mostly regarding other types of quantum gates and using different classes of circuits. We end this thesis with

Chapter 6 where we describe what we think are prospective directions for future research in this area.

Quantum Circuit Complexity
"Anyone who is not shocked by quantum theory has not understood it."

- Niels Bohr

In this chapter we will present some background on quantum circuit complexity. A full review of quantum computation is beyond the scope of this thesis. For a quick introduction, we recommend Fenner [Fen03a] or Fortnow and Rogers [FR99]; for an indepth treatment, see Nielsen and Chuang [NC00]. Instead, we will focus on quantum circuits and accordingly introduce the technical concepts needed to understand this thesis. We will also introduce the notation used in the forthcoming chapters. A significant part of this chapter was published in the article:
-[BGH07] D. Bera, F. Green, S. Homer. Small depth quantum circuits. SIGACT News, 38(2), 2007.

### 2.1 Background

A quantum circuit is similar to a classical Boolean circuit; both can be viewed as an acyclic network of gates interconnected by wires. First we describe general classical Boolean circuits and then introduce quantum circuits by pointing out the differences. In the most general setting, a classical Boolean circuit has certain input gates and output gates. The circuit is evaluated on a particular input; the input values (bits) are hardwired as the
output of the input gates. The circuit works by evaluating each gate in succession. The output of a gate $A$ could be connected by a wire to another gate $B$; the output of $A$ serves as the input to $B$. After all the output gates have generated some value, the output of the circuit is defined as the collection of the values generated by all the output gates. The circuits we consider in this thesis have acyclic graphs as their underlying topology i.e. if the input is fixed, the output of every gate is also fixed. Though we do not consider them here, circuits whose graph contains cycles are a major area of research. In these circuits, the output of a gate at one instant acts as a feedback to the gate at a later instant; they are handled very differently from conventional circuits.

For a classical Boolean circuit with $n$ input gates and $m$ output gates, it is said to compute a Boolean function $f:\{0,1\}^{n} \rightarrow\{0,1\}^{m}$ if the output of the circuit if $f(x)$ whenever the input to the circuit is $x \in\{0,1\}^{n}$. In complexity theory, we are interested in investigating the computational properties of a circuit computing a certain function e.g. its size and depth. The size of a circuit is the number of gates in it. The depth of a circuit is the number of the gates in the longest path from any output node to any connected input node. Informally, our goal is create circuits with as few gates and as shallow as possible.

The common gates used to construct a Boolean circuit are the AND, OR and NOT gates. Another gate that is sometime used is the parity gate computing the Boolean XOR function. The NOT gate always takes one input but the other gates, depending on the type of the circuit, can take a fixed or a variable number of inputs. Usually the classical Boolean gates have one output but the output wire can be split into multiple wires to produce multiple copies of the same output. The number of inputs of a gate is known as its fanin and the number of outputs is known as its fanout. We say that the fanin of a gate is bounded if it is bounded above by a constant irrespective of the number of inputs to the circuit; otherwise, we say that the fanin of this gate is unbounded. Gates with unbounded fanin are provably more powerful than the gates with constant fanin. Note that for classical circuits, there is usually no restriction on fanout.

### 2.1.1 Motivation

For many of us studying the quantum computing models, quantum circuits are the most natural and general formulation of quantum computation. They are general in the sense that they are a universal model; any quantum computation can be efficiently simulated by a quantum circuit [Yao93, NO02]. They are natural in that a quantum computation (or quantum algorithm) can best be understood as a collection of qubits being acted on by quantum operators represented as (defined by) a tensor product of quantum gates. Although the quantum circuit model is quite different than the classical one, it has nevertheless proven to be quite fruitful to look to classical circuit models for insight.

For classical circuits, those with small depth (e.g., polylog as in the class NC) have been proposed as realistic models of parallel computation. Furthermore, shallow (e.g., constant) depth classical circuits present us with computational models for which we can actually prove interesting lower bounds. What happens when we extend these concepts to quantum circuits?

The answer is a bit surprising, and leads fairly quickly to interesting variants of the fundamental problems of quantum computing. For example, consider the class $\mathrm{AC}^{0}$ of constant-depth, polynomial-size classical circuits consisting of NOT together with unbounded fan-in and fan-out AND and OR gates. Some interesting functions can be computed in this class (addition of $n$-bit numbers for example), and some cannot (e.g., parity [FSS84]). It would be interesting to see what an analogous quantum complexity class would look like. But if we try to translate the class $\mathrm{AC}^{0}$ into the quantum setting, we are faced with an immediate problem. The unbounded-fanin "quantum AND gate," the generalised Toffoli gate (which also encompasses negation and hence OR as well) does not allow for fanout in any way we may take for granted. The reason is the "no-cloning theorem," which says that it is in general not possible to make a copy of a quantum state. One can, however, make copies of classical bits, which suggests the idea of introducing a unitary operator to implement fanout of classical bits. (A similar operation is really implicit in the $\mathrm{AC}^{0}$ model; we solder multiple outgoing wires to an AND gate, obtaining
copies of the output. While it is not entirely realistic to have an unbounded number of wires fanning out of the gate even classically, this is a useful abstraction out of which the definition of $A C^{0}$ arises.)

We therefore seem to have two candidates for quantum analogs of $\mathrm{AC}^{0}$. One, which just includes generalised Toffoli gates and single-qubit gates, is called $Q A C^{0}$. The other, which includes fanout gates, is called $\mathrm{QAC}_{\mathrm{wf}}^{0}$. The latter appears to be the more realistic version, since it is straightforward to see that it includes $\mathrm{AC}^{0}$. However, we will point out in later this chapter that $\mathrm{QAC}_{\mathrm{wf}}^{0}$ is much more powerful than $\mathrm{AC}^{0}$. There nevertheless remains much that we do not understand. For example, it is unknown to this day if QAC ${ }^{0}$ is the same as $Q A C_{w f}^{0}$.

This gives an interesting theoretical framework in which quantum analogues of classical circuit models are provably more powerful. For our implementation-minded readers, does all of this have any bearing on reality? It might. Realisable quantum computations will have very limited duration, due to short coherence times, which suggests that highly parallelised quantum circuits (such as those we will use in Chapter 3) are desirable. Fanout gates as well as Toffoli gates might actually be feasible to build via ion trap [CZ95] or bulk NMR techniques [GC97]. It may therefore be of more than mere theoretical interest to explore their power, both intrinsic and relative to each other.

### 2.2 Quantum Circuit Model

Structurally, a quantum circuit differs from a classical Boolean circuit in two basic ways; instead of bits, qubits flow ${ }^{1}$ through the wires and get transformed by quantum gates. Like a bit, a qubit can be in the state 0 or 1 ; additionally a qubit can also be in a superposition of 0 and 1 at the same time. Mathematically, a qubit is a vector in a two-dimensional Hilbert space $\mathcal{H}$; for the purpose of this thesis (and in general for quantum computing),

[^5]$\mathcal{H}$ is same as a vector space defined over complex numbers with following inner product:
$$
\text { inner product of }\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)=x_{1}^{*} y_{1}+x_{2}^{*} y_{2}
$$

We follow Dirac's bra-ket notation to represent a qubit by $|q\rangle$ and the two basis states of a qubit will be denoted by $|0\rangle$ and $|1\rangle$. Qubits $q$ and $s$ are orthogonal if their inner product, denoted by $\langle q \mid s\rangle$ is zero. The norm or length of a qubit is defined by

$$
\||q\rangle \|=\sqrt{\langle q \mid q\rangle}
$$

The standard basis states are orthonormal. Unless explicitly mentioned, in this thesis, we will be dealing with qubits of length 1 .

Let $\mathcal{H}_{1}, \ldots, \mathcal{H}_{n}$ be $n$ copies of $\mathcal{H}$. By $\mathcal{B}_{n}$ we denote the $2^{n}$-dimensional Hilbert space $\mathcal{H}_{1} \otimes \cdots \otimes \mathcal{H}_{n}$ spanned by the usual set of standard basis states of the form $\left|x_{1}\right\rangle \otimes\left|x_{2}\right\rangle \otimes$ $\left|x_{3}\right\rangle \otimes \cdots$ (sometimes shortened to $\left.\left|x_{1}, x_{2}, x_{3}, \cdots\right\rangle\right)$ each $x_{i} \in\{0,1\}$. A "state over a set of $n$ qubits" is a state in $\mathcal{B}_{n}$, written as a superposition over these basis states.

It is easier to think of a classical circuit as a network of gates connected by wires along which bits travel only along one direction; they enter a gate which subsequently outputs a single bit. To understand the operations of a quantum circuit, consider this alternative perspective of a classical circuit. Rearrange the gates of the circuit in layers and represent the state of the circuit by the values in the wires in that layer. The gates between two layers are now responsible for the collective change of state between these layers. A quantum circuit can be similarly viewed as a series of layers of gates that change the state of the wires between its layers.

For a quantum circuit, a general state over $n$ qubits is usually represented by the elements (also known as the amplitudes) of a $2^{n}$-dimensional vector in a suitable basis state. Unless otherwise specified, we will always use the standard basis for representing any state. For example, a state $|\Psi\rangle$ over 2 qubits, in the standard basis of
$|0,0\rangle,|0,1\rangle,|1,0\rangle,|1,1\rangle$ could be the following vector

$$
\left[\begin{array}{c}
\frac{1}{4} \\
-i \\
\frac{1}{\sqrt{2}} \\
\frac{1+i}{10}
\end{array}\right]
$$

and is usually written as

$$
|\Psi\rangle=\frac{1}{4}|0,0\rangle+(-i)|0,1\rangle+\frac{1}{\sqrt{2}}|1,0\rangle+\frac{1+i}{10}|1,1\rangle
$$

Quantum mechanics enforces that the state of a group of qubits can be changed by either applying a quantum gate or performing a measurement. Let $\mathcal{U}_{n}$ denote the set of unitary matrices that act on the states in $\mathcal{B}_{n}\left(\mathcal{U}_{n}\right.$ is just a convenient notation for the group $U\left(2^{n}\right)$ of $2^{n} \times 2^{n}$ unitary matrices). An $n$-qubit quantum gate $G$ corresponds to an element of $\mathcal{U}_{n}$, that changes the state of $n$ qubits when operated on. Thus, for example, a single-qubit gate is an element of $\mathcal{U}_{1}$, acting on states in $\mathcal{B}_{1}$. Often we will write $G\left|q_{1}, \ldots\right\rangle$ to denote the state of a group of qubits after a gate $G$ is applied. Due to the properties of a unitary transformation, a quantum gate preserves the norm of a state and is reversible. We will use $\||q\rangle \|$ to denote the $L_{2}$ norm of the vector corresponding to $q$, which we will also refer to as the length of the state.

On the contrary, a measurement involves projecting the state of a quantum system on a set of basis states; after measurement the measured qubits end up in one of the basis states with probability equal to the length of the projected state along that basis state. At the end of a computation in a quantum circuit, the group of output qubits are usually measured in the standard orthonormal basis. This is a very simplistic view of measurement in a quantum circuit and should be enough to understand the quantum measurements we will consider in this thesis. In general, quantum measurements are defined to be a collection of operators $\left\{M_{m}\right\}$ where $m$ represents the outcome of the measurement, such that $\sum_{m} M_{m}^{\dagger} M_{m}=I$; after applying the measurement operators to a state $|\Psi\rangle$, the value $m$ is observed with probability $\| M_{m}|\Psi\rangle \|$. Please refer to [NC00]
for the details on quantum measurements. Observe that this differs significantly from classical circuits because now the output of a circuit is not a fixed value but a probability distribution over a set of possible output values.

Usually the initial input to a circuit is a (pure) state with unit length. Since any unitary operator preserves length, as long as no measurement is made, all along the circuit the qubits are in a state of unit length. We do not allow any intermediate measurement in the circuit model we consider in this thesis. To give an example of a measurement, consider the following state on 2 qubits: $|\Psi\rangle=a_{00}|0,0\rangle+a_{01}|0,1\rangle+a_{10}|1,0\rangle+a_{1,1}|1,1\rangle$. When it is measured in the standard basis, we will observe the measured qubit to be $|i, j\rangle$ with probability $\left|a_{i j}\right|^{2}$.

### 2.2.1 Quantum Gates

Listed below are some of the important single qubit quantum gates (Figure 2.1). We also show their representation in the standard basis in Figure 2.2.


Figure 2.1: Some important single qubit gates: Pauli $X$ gate, Pauli $Y$ gate, Pauli $Z$ gate, Hadamard gate, $\pi / 8$ gate and phase gate

$$
\begin{array}{lll}
X=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] & Y=\left[\begin{array}{cc}
0 & -\mathrm{i} \\
\mathrm{i} & 0
\end{array}\right] & Z=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] \\
H=\left[\begin{array}{cc}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}}
\end{array}\right] & \pi / 8=\left[\begin{array}{cc}
1 & 0 \\
0 & e^{i \pi / 4}
\end{array}\right] & S=\left[\begin{array}{ll}
1 & 0 \\
0 & i
\end{array}\right]
\end{array}
$$

Figure 2.2: Matrix representations of the popular quantum gates

The action of any quantum transformation can be represented very conveniently using the bra-ket notation. In this thesis we follow this notation. As an example, we show below how we represent the action of 3 of the above gates in the bra-ket notation. For $x=0,1$,

Hadamard gate: $|x\rangle \rightarrow \frac{(-1)^{x}}{\sqrt{2}}|x\rangle+\frac{1}{\sqrt{2}}|1-x\rangle$

B/8 gate: $|x\rangle \rightarrow e^{i x \pi / 4}|x\rangle$

Phase gate: $|x\rangle \rightarrow e^{i x \pi / 2}|x\rangle$

The $H$ gate is very useful and it will appear in various places throughout this thesis. One of its many useful properties is that it is its own inverse. Specifically, $H^{+}=H$, where $U^{\dagger}=\left(U^{T}\right)^{*}$ is the Hermitian conjugate or adjoint of any matrix representation of a unitary operator $U$. Before we move to the gates with larger fanin, we want to point out another very useful gate, the two qubit CNOT gate, which performs the following transformation on basis states: $|x\rangle|y\rangle \rightarrow|x\rangle|x \oplus y\rangle$. Note that this gate can be used as a NOT gate by setting $y$ to 1 .

Multi-qubit gates Let $f:\{0,1\}^{n} \longrightarrow\{0,1\}$ be a Boolean function of $n$ inputs. Many of the commonly used multi qubit gates take the form,

$$
\begin{equation*}
G\left|x_{1}, \ldots, x_{n}, b\right\rangle=\left|x_{1}, \ldots, x_{n}, b \oplus f\left(x_{1}, \ldots, x_{n}\right)\right\rangle \tag{2.1}
\end{equation*}
$$

This is just an easy form of simulating any classical function in a reversible manner. For such gates, the qubits whose value remains unchanged are referred to as the control qubits (the first $n$ qubits in Eq. 2.1 above) and the qubit whose value changes is called the target qubit (the last qubit in Eq. 2.1).

If $f\left(x_{1}, \ldots, x_{n}\right)=\wedge_{i=1}^{n} x_{i}, G$ is called a generalised Toffoli gate, or (in this thesis) simply a Toffoli gate, and is written as $T$. If $f\left(x_{1}, \ldots, x_{n}\right)=\bigoplus_{i=1}^{n} x_{i}, G$ is a parity gate, written $P$. Observe that the CNOT gate is same as the Toffoli gate for 2 qubits. Generalising this, define the classical Boolean function $\operatorname{Mod}_{q}:\{0,1\}^{n} \longrightarrow\{0,1\}$ so that $\operatorname{Mod}_{q}\left(x_{1}, \ldots, x_{n}\right)=$ 1 iff $\sum_{i=1}^{n} x_{i} \not \equiv 0(\bmod q)$. If $f=\operatorname{Mod}_{q}$, we call $G$ a $\mathrm{MOD}_{q}$ gate. Next, for any fixed $t$, define the Boolean function $s\left(x_{1}, \ldots, x_{n}\right)=1$ iff $\sum_{i=1}^{n} x_{i} \geq t$. If $f=s$, we call $G$ a threshold gate.

A $Z$ gate is an extension of the single-qubit Pauli $Z$ gate $\left(|x\rangle \mapsto(-1)^{x}|x\rangle\right)$ to multiple qubits. A $Z$ gate does not any control qubits or target qubits.

$$
\left|x_{1}, \cdots, x_{n}\right\rangle \stackrel{Z}{\longmapsto}(-1)^{x_{1} x_{2} \cdots x_{n}}\left|x_{1}, \ldots, x_{n}\right\rangle .
$$

Similarly, a $Z$-fanout gate $Z_{n}$ applies the single-qubit $Z$ gate to each of $n$ target qubits if the control qubit is set:

$$
\left|c, t_{1}, \cdots, t_{n}\right\rangle \stackrel{Z_{n}}{\mapsto}(-1)^{c \cdot\left(t_{1}+\cdots+t_{n}\right)}\left|c, t_{1}, \ldots, t_{n}\right\rangle .
$$



Figure 2.3: 2-qubit CNOT gate and other multi-qubit gates: Toffoli, parity, fan out and $Z$-fanout gate. The black dots represent the control qubits whose value does not change when acting on any standard basis state. The fanout gate is described in Section 2.2.2.

A quantum circuit is constructed out of layers. Each layer $L$ is a tensor product of a certain fixed set of gates. A circuit is simply a (matrix) product of layers $L_{1} L_{2} \cdots L_{d}$. (Observe that the "last" layer $L_{d}$ is actually the one that is applied directly to the inputs, and $L_{1}$ is the output layer.) The number of layers $d$ is called the depth of $C$. The size of $C$ is the number of gates in $C$. A circuit $C$ over $n$ qubits is then a unitary operator in $\mathcal{U}_{n}$. Clearly, $C$ computes a unitary operator $U$ exactly if for all computational basis states, $C\left|x_{1}, \ldots, x_{n}\right\rangle=U\left|x_{1}, \ldots, x_{n}\right\rangle$.

Often we will talk about a collection of circuits constructed using a fixed finite set of gates. For this purpose, we consider all gates of the same type but different fanin to be a single member of this set e.g. Toffoli gates with different fanin. Unless otherwise specified, all circuits should be understood to be elements of an infinite family of circuits
$\left\{C_{n} \mid n \geq 0\right\}$, where $C_{n}$ is a quantum circuit for $n$ input qubits and there is a fixed finite set of gates that can be used to construct $C_{n}$.

### 2.2.2 Fanout Gate

There is one other gate which will appear frequently in this thesis: the fanout gate. Fanout means creating multiple copies of a value; in classical circuit this is achieved by simply splitting a wire. The power of this trivial operation becomes apparent while designing quantum circuits because quantum computing does not allow creating copies of qubits ${ }^{2}$.

To overcome this problem, a fanout gate, denote by $F$, can be used which unitarily copies a qubit only if it is in a standard basis state. Its action on standard basis states is given by

$$
F\left|x, y_{1}, y_{2}, \ldots\right\rangle=\left|x, y_{1} \oplus x, y_{2} \oplus x, \ldots\right\rangle
$$

This gate is called a fanout gate because $y_{1}, \ldots$ can be set to 0 to create multiple copies of $|x\rangle$. Note that a CNOT gate is same as a fanout gate on 2 qubits.

Unlike in classical circuits, fanout gates bring a lot of additional power to quantum circuits [HŠ03]. One of its most remarkable properties lies in its intimate relationship with the parity gate. There is no obvious a priori relation between these operators, and indeed we wouldn't expect there to be any on the basis of our experience with classical circuits. But as was observed by Moore [Moo99], $F$ is conjugate to $P$ via an $(n+1)$-fold tensor product of Hadamards applied to all the bits:

$$
F=H^{\otimes(n+1)} P H^{\otimes(n+1)}
$$

This is a consequence of the well-known fact when a CNOT gate is conjugated with Hadamards, the input and target qubit bits are flipped (see Figure 2.4).

It is immediate from this fact that, if we allow fanout for free, then unbounded-fanin quantum circuits can compute parity in constant depth and with polynomial size. Contrast this with the famous classical result of Furst, Saxe and Sipser [FSS84] that parity
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Figure 2.4: The parity and fanout gates are conjugates of each other by a layer of Hadamard gates.
cannot be computed by constant depth, polynomial size circuits using unbounded fanin AND and OR gates (besides NOT gates and implicitly using fanout).

### 2.2.3 Ancillæ

Sometimes circuits use additional inputs which are initialised to a fixed value. For classical circuits, it is understood that circuits always have access to as many values of 0 and 1 as needed. It is easy to generate a 0 from any input variable (e.g. $0=x \oplus x$ ) and the circuit can generate any number of 0 and 1 from a single 0 using NOT gates and fanout. Thus workspace qubits are taken for granted while dealing with classical circuits.

However, due to the restriction of arbitrary fanout in quantum circuits, the number of workspace qubits is an important physical resource. These extra ancillary qubits, initialised to some fixed constant and used during the computation, are called ancillæ. Using ancillæ is considered expensive and we want to minimise their use and reuse them if possible. So a related question is what is the final state of the ancillæ. Ideally, we want to return the ancillæ to their starting state at the end of a circuit computation so that they can be reused if necessary in the future. A circuit is said to cleanly compute a function if the ancillæ needs to be initialised to a particular state and the ancillæ should be returned to that state at the end of the computation. In contrast to this, a circuit is said to robustly compute a function if it works for any initial state of the ancillæ. Their advantage is that several robust computing circuits can be composed together one after another because the ancillæ is not required to be in the initial state at the end of a robust computation.

Unless explicitly stated, all the circuits we consider here perform clean computation.

### 2.2.4 Universal quantum gates

A set of gates is said to be universal if they can be used to compute an arbitrary Boolean function (for classical circuits) or arbitrary operator (for quantum circuits). Some examples of universal sets of classical gates are \{AND, NOT\}, \{NAND\}.

We can similarly define universal quantum gates. There has been a lot of research on creating different universal sets of quantum gates. Practical considerations often decide which set of gates could be used in reality e.g. there might be hardware limitations or requiring the gates to be fault tolerant. Also, from a theoretical point of view, each universal set has its own characteristic property which maybe suitable for a particular kind of analysis.

Back to the basic question, can we implement any quantum circuit using a fixed set of gates? A fixed set of universal gates is required for practical reasons. By a result of Barenco et al. [BBC $\left.{ }^{+} 95\right]$, any unitary operator can be realised exactly with just CNOT and single-qubit gates. But an arbitrary unitary operator may involve complex numbers with arbitrary precision and it may not be possible to implement it using a fixed set of gates. On the other hand, it might be possible to approximate any operator with a fixed set of gates.

Definition 2.2.1 (Universal set) $A$ set of gates is said to be (effectively) universal if for any $n>0$, any $n$-qubit unitary operator $U$ and any error $\epsilon>0$, there is an n-qubit unitary operator $V$ that can be implemented using only gates from this set such that $\max _{|\Psi\rangle} \| U|\Psi\rangle-V|\Psi\rangle \|<\epsilon$.

Indeed, the above paper also shows that Hadamard, $\pi / 8$ and CNOT gate forms an universal set. Another set of universal gates that is often used contains the Hadamard, phase, CNOT and Toffoli gates. Unfortunately, the above definition does not say anything about the number of gates from the universal set needed to simulate any arbitrary operator. A simple counting argument shows that most $n$-qubit unitary operators require
exponentially many gates (exponential in $n$ and $1 / \epsilon$ ) from any universal set. An area of ongoing research is designing universal sets that can be used to efficiently simulate some particular group of operators.

If we instead want a simpler set of gates, then Shi [Shi02] and Aharonov [Aha03] showed that the Hadamard and Toffoli gates are universal for a relaxed notion of universality. They showed that if any $n$-qubit operator $U$ can be implemented using, say, $t$ singlequbit and two-qubit gates, then $U$ can be approximated using poly ( $n, t, 1 / \epsilon$ ) Hadamard and Toffoli gates. Recall that the Toffoli gate is essentially a classical gate but when used with the single qubit Hadamard gate, they can efficiently simulate any set of single and two qubit gates. This is interesting because the Gottesman-Knill theorem [NC00] showed that any quantum circuit using the CNOT, Hadamard and Pauli gates ${ }^{3}$ can be simulated efficiently (polynomial steps in the number of qubits) on a classical computer.

### 2.3 Previous results

In this section we will briefly highlight some of the important results in quantum circuit complexity known today.

The quantum Fourier transform (QFT) is one of the most widely used unitary transformations in quantum circuits. It is one of the key components of many quantum algorithms, like Shor's [Sho97] quantum algorithm for factoring. An efficient implementation of the QFT will improve a wide variety of quantum circuits and algorithms. Its classical counterpart is known as the discrete Fourier Transform (DFT). The $m$-dimensional DFT maps $\left(a_{0}, \ldots, a_{m-1}\right) \in \mathcal{C}^{m}$ to $\left(b_{0}, \ldots, b_{m-1}\right) \in \mathcal{C}^{m}$ where,

$$
b_{x}=\sum_{y=0}^{m-1} e^{(2 \pi i / m) x y} a_{y}
$$

The fast Fourier transform algorithm can compute the DFT in $O(m \log m)$ operations. The m-dimensional quantum Fourier Transform can be seen as a unitary operation performing

[^7]the DFT on the amplitudes of a $\log m$-qubit state, mapping $\sum_{x=0}^{m-1} \alpha_{x}|x\rangle$ to $\sum_{x=0}^{m-1} \beta_{x}|x\rangle$ where,
$$
\beta_{x}=\frac{1}{\sqrt{m}} \sum_{y=0}^{m-1} e^{(2 \pi i / m) x y} \alpha_{y}
$$

Høyer and Špalek showed that a constant depth circuit family is powerful enough to approximate the QFT.

Theorem 2.3.1 [HŠ05] The QFT transformation can be approximated with polynomially small error by a quantum circuit of constant depth using CNOT and a fixed family of single-qubit gates.

In the earlier section, we mentioned some surprising power of the fanout gate that does not have any parallel in the classical circuit model. Next we will describe an exponential improvement in the quantum model over the classical model, using the parity gate which is size and depth equivalent to the fanout gate.

Recall that a $\mathrm{MOD}_{p}$ gates computes a Boolean function that outputs 0 if and only if the sum of its binary inputs is $0(\bmod p)$. The following theorem of Razborov/Smolensky characterises simulation of $\operatorname{Mod}_{p}$ gates by classical circuits.

Theorem 2.3.2 ([Raz87, Smo87]) If $p$ and $q$ are distinct primes, a depth $k$ circuit made of $O R$, AND, NOT and $\mathrm{MOD}_{p}$ gates cannot approximate $\mathrm{MOD}_{q}$ to within error o(1) if it has size $2^{o\left(n^{1 / 2 k}\right)}$.

Green et al. showed that unlike in the classical case, for quantum gates a $\mathrm{MOD}_{2}$ gate is constant depth and polynomial size equivalent to a $\mathrm{MOD}_{p}$ gate for any $p$ using single qubit and Toffoli gates [GHMP02]. This basically means all MOD gates are equivalent to each other for polynomial size circuits and furthermore, since parity ( $\mathrm{MOD}_{2}$ gate) is equivalent to fanout, constant depth circuits with fanout can compute any MOD function. This is sharply in contrast with classical circuits (which trivially allow fanout) since they cannot compute any MOD function in constant depth using only $A N D, O R, N O T$ gates.

Another example where quantum circuits display radical improvements over their classical cousins are constant depth circuits made with bounded fanin gates. It is easy to
argue that such circuits cannot compute any useful function since no output can depend on all the inputs (we provide a technical proof of this later [Theorem 4.3.1]). However, Høyer and Špalek showed that if we also add unbounded fanout, then with high accuracy, one can compute threshold functions with bounded fanin gates in constant depth!

Theorem 2.3.3 [HŠ05] Let $\left\{F_{n}\right\}$ be a family of operators computed by constant depth circuits built using single qubit gates, unbounded fanout gates and one of these cases:

1. constant fanin gates
2. unbounded fanin Toffoli gates
3. unbounded fanin quantum threshold gates

Then there is a family of operators $\left\{G_{n}\right\}$ in either of the other cases that approximates $\left\{F_{n}\right\}$ with two-sided polynomially small error.

This theorem essentially says that fanout and single-qubit operations form a universal set of quantum gates. There are a number of immediate corollaries that follow from Theorem 2.3.3 when combined with some results on classical threshold circuits [SBKH93]. For example, iterated multiplication, division, and sorting of $n$ integers can be done with polynomial-size circuits with threshold gates. Hence these operations can also be approximated by constant depth quantum circuits using bounded fanin gates and unbounded fanout gates.

### 2.4 Other models: Quantum decision tree

There are several other models of quantum computing that we will not discuss in detail in this thesis. However we will use some related results in Chapter 5. In this section, we introduce the quantum decision tree model and quantum query complexity.

The decision tree model is one of the simplest models of computing. Here the goal is to compute a Boolean function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ given an input $x \in\{0,1\}^{n}$. In the
classical model, the algorithm is allowed to adaptively query any bit of the input and the cost of a computation is the number of such queries. We ignore other intermediate computations and so (for binary input strings) the algorithm looks like a binary tree with nodes labelled by $x_{i}$-s.

The quantum model is conceptually similar but defined in a way to ensure that all changes are unitary. The algorithm works on 3 registers $I, B, W$ where $I$ has $\log n$ qubits and is used to write a query, $B$ has one qubit and is used to store the answer to a query and $W$ is the workspace register with polynomially many qubits. The initial state of the algorithm is $|0\rangle_{I} \otimes|0\rangle_{B} \otimes|0\rangle_{W}$. The query steps are modelled as the application of the unitary operator $O_{x}:|i, b, w\rangle \rightarrow\left|i, b \oplus x_{i}, w\right\rangle$. The algorithm is allowed to perform intermediate computations between the queries in the form of unitary operators independent of the input. A $k$-query decision tree $A$ is the unitary operator $A=U_{k} O U_{k-1} O \ldots U_{1} O U_{0}$ and the output of the algorithm is the value obtained when the first qubit of $A|0,0,0\rangle$ is measured in any given basis.

Most of the currently known results in quantum complexity theory are for query complexity in the decision tree model [BW02]. The most famous result in this category is Grover's unordered search algorithm [Gro96]. The unordered search problem is as follows: given an arbitrary $n$-bit string $x$, the goal is find any $i$ such that $x_{i}=1$ or output -1 if no solution exists. The algorithm is allowed to query any $x_{i}$ and the cost of the algorithm is the number of such queries. Grover constructed a bounded error quantum algorithm which takes $O(\sqrt{n / t})$ queries where $t$ is the number of bits of $x$ set to 1 (if there are no results i.e. $t=0$, then the algorithm returns "no result" also in $O(\sqrt{n})$ queries). There are several extensions to the original algorithm. For example, if $t$ is not known, then there is an algorithm which can still find a solution using same number of queries. There is also a counting version of the search algorithm; Brassard et. al. [BHT98] described a quantum algorithm which uses the techniques of Grover and Fourier transform and it can estimate $t$ with very high probability in roughly $O(\sqrt{n})$ queries.

## Universal Quantum Circuit

> "Can physics be simulated by a universal computer? ... Now, what kind of physics are we going to imitate? ... But the physical world is quantum mechanical, and therefore the proper problem is the simulation of quantum physics..."
> - Richard P. Feynman

In 1982, Richard Feynman raised the question of simulation of all kinds of physical processes by a computer [Fey82]. He argued that classical computers would not be able to simulate the quantum-mechanical processes; so he proposed the idea of a quantum model to capture the existing computations as well as probabilistic and quantum computations. There are simply too many kinds of computation happening in real world every moment, and logically there are ones that cannot even be solved ${ }^{1}$. Obviously, such a general machine, also known as a universal machine, would be very complicated.

In this thesis we are concerned with the quantum circuit model of computing; so we wonder if there can be such a machine in this model and if possible, how would it look? We define and construct efficient depth-universal and almost-size-universal quantum circuits. Such circuits can be viewed as general-purpose simulators for central quantum circuit classes and used to capture the computational power of the simulated class. This chapter is based on the paper
-[BFGH09] D. Bera, S. Fenner, F. Green and S. Homer. Efficient Universal Quantum

[^8]Circuits. Appeared in Proceedings of The 15th International Computing and Combinatorics Conference, 2009.

### 3.1 Introduction

Probably the most talked about universal machine is the universal Turing machine [Her95]. Alan Turing conceptualised the idea of an all-purpose machine that, given a meaningful but arbitrary sequence of instructions and any relevant data, could execute these instructions on these data. This machine, which he named universal computing machine [Tur36], is the basis of the stored-program architecture modern computers follow.

Most of the models we work with have equivalent computing power and can simulate each other; so, in a sense, the universal Turing machine ensures a universal machine for all the models. However, what is not clear is how complicated these machines are and how good are they at simulation. For example, it is a big challenge to come up with the smallest universal Turing machine; currently the smallest one has 2 states and 5 symbols and it is an open challenge to create one with 2 states and 3 symbols [Coo04].

Quantum computing is most naturally formulated using the quantum circuit model [Ya093]. Many quantum algorithms are expressed in terms of (uniform) special-purpose circuits which depend strongly on the problem being solved. However, the notion of a universal quantum computer is more naturally captured by quantum Turing machines [Deu85]. This being the case, it is desirable to have a notion of efficient universal quantum circuits in the spirit of universal quantum Turing machines.

Like resource-bounded universal Turing machines, efficiently constructed universal circuits characterise the hardest languages computed by circuits in a given circuit class. The existence of a universal circuit family for a complexity class defined by resource bounds (depth, size, gate width, etc.) provides an upper bound on the resources needed to compute any circuit in that class. More precisely, the specific, efficient construction of a universal circuit for a class of circuits with a fixed input length, yields a single circuit
which can be used to carry out the computation of every circuit in that class, basically a chip or processor for that class of circuits. The more efficient the construction of the universal circuit, the smaller and faster the processor for that class. For example, depthuniversal circuits are desirable because they can simulate any circuit within a constant slow-down factor. Thus they are as time-efficient as possible.

Universal quantum circuits have been studied before in different contexts. Most of the research on universal quantum circuit classes deals with finding universal sets of gates which can be used to efficiently simulate any quantum computation ([NC00], [SR07]). Our goal is quite different; we want to create a circuit which, like a computer, takes as input both a program and data and runs the program on the data. Nielsen and Chuang considered a similar problem in [NC97]; however they did not focus on the efficiency of the universal circuit. They showed that it is not possible to have a generic universal circuit that works for all circuits of a certain input length. We avoid this problem by considering families of circuits with a certain depth or size and constructed from a fixed family of gates.

In the case of quantum circuits there are particular issues relating to the requirements that computations must be clean and reversible which come into play, and to an extent complicate the classical methods. Still, much of our motivation for this work originates with classical results due to Cook, Valiant, and others [CH85, Val76]. Cook and Hoover considered depth universality and described a depth-universal uniform circuit family for circuits of depth $\Omega(\log n)$. Valiant studied size universality and showed how to construct universal circuits of size $O(s \log s)$ to simulate any circuit of size $s$.

Definition 3.1.1 (Universal Quantum Circuits) Fix $n>0$ and let $\mathcal{C}$ be a collection of quantum circuits on $n$ qubits. A quantum circuit $U$ on $n+m$ qubits is universal for $\mathcal{C}$ if, for every circuit $C \in \mathcal{C}$, there is a string $x \in\{0,1\}^{m}$ (the encoding) such that for all strings $y \in\{0,1\}^{n}$ (the data),

$$
U(|y\rangle \otimes|x\rangle)=C|y\rangle \otimes|x\rangle .
$$

The circuit collections we are interested in are usually defined by bounding various
parameters such as the size (number of gates), depth (number of layers of gates acting simultaneously on disjoint sets of qubits), or palette of allowed gates (e.g., Hadamard, $\pi / 8$, CNOT).

As in the classical case, we also want our universal circuits to be efficient in various ways. For one, we restrict them to using the same gate family as the circuits they simulate. We may also want to restrict their size or the number $m$ of qubits they use for the encoding.

For depth we show how to construct universal circuits whose depth is the same order as the circuits being simulated in Section 3.3. For size, there is a log factor blow-up in the universal circuits constructed here which is nearly optimal for polynomial size circuits (Section 3.4).

### 3.1.1 Other relevant work

The study of quantum circuit complexity was originated by Yao [Yao93]. The basic definitions and first results in this research area can be found in Nielsen and Chuang [NC00]. Most of the research on universal quantum circuit classes deals with finding small, natural, universal sets of gates which can be used in quantum circuits to efficiently simulate any quantum computation. Our problem and point of view here is quite different. We have the goal of constructing, for a natural class $C$ of quantum circuits, a single family of quantum circuits which can efficiently simulate all circuits on the class $C$. In this chapter we consider classes $C$ which have significant resource bounds (small or even constant depth, or fixed size) and ask that the corresponding universal circuit family have similar depth or size bounds.

Cook and Hoover [CH85] considered the problem of constructing general-purpose classical (Boolean) circuits using gates with fanin two. They asked whether, given $n, c, d$, there is a circuit $U$ of size $c^{O(1)}$ and depth $O(d)$ that can simulate any $n$-input circuit of size $c$ and depth $d$. Cook and Hoover constructed a depth-universal circuit for depth $\Omega(\log n)$ and polynomial size, but which takes as input a nonstandard encoding of the circuit,
and they also presented a circuit with depth $O(\log n \log \log n)$ to convert the standard encoding of the circuit to the required encoding.

Valiant looked at a similar problem-trying to minimise the size of the universal circuit [Val76]. He considered classical circuits built from fanin 2 gates (but with unbounded fanout) and embedded the circuit in a larger universal graph. Using switches at key vertices of the universal graph, any graph (circuit) can be embedded in it. He managed to create universal graphs for different types of circuits and showed how to construct a $O(c \log c)$-size and $O(c)$-depth universal circuit. He also showed that his constructions have size within a constant multiplicative factor of the information theoretic lower bound.

For quantum circuits, Nielsen and Chuang (in [NC97]) considered the problem of building generic universal circuits, or programmable universal gate arrays as they call them. Their universal circuits work on two quantum registers, a data register and a program register. They do not consider any size or depth bound on the circuits and show that simulating every possible unitary operation requires completely orthogonal programs in the program register. Since there are infinitely many possible unitary operations, any universal circuit would require an infinite number of qubits in the program register. This shows that it is not possible to have a generic universal circuit which works for all circuits of a certain input length. However they showed that it is possible to construct an extremely weak type of probabilistic universal circuit with size linear in the number of inputs to the simulated circuit.

Sousa and Ramos considered a similar problem of creating a universal quantum circuit to simulate any quantum gate [SR07]. They construct a basic building block which can be used to implement any single-qubit or CNOT gate on $n$ qubits by switching certain gates on and off. They showed how to combine several of these building blocks to implement any $n$-qubit quantum gate.

### 3.2 Building Blocks: Quantum Gates

In order to construct efficient universal circuit families, it appears necessary to resort to the massive parallelism that fanout gates provide; note that the existing classical constructions make abundant use of fanout which is a very natural operation for classical circuits. It is an open question whether the same efficiency can be achieved without using fanout gates.

Our construction requires us to use controlled versions of the gates used in the simulated circuit. For most of the commonly used basis sets of gates (e.g., Toffoli gate, Hadamard gate, and phase gate $S$ ), the gates themselves are sufficient to construct their controlled versions (e.g., a controlled Hadamard gate can be constructed using a Toffoli gate and Hadamard and phase gates). Depth or size universality requires that the controlled versions of the gates should be constructable using the gates themselves within proper depth or size, as required.

Definition 3.2.1 (Closed under controlled operation) A set of quantum gates $G=\left\{G_{1}, \ldots\right\}$ is said to be closed under controlled operation if for each $G_{i} \in G$, the controlled version of the gate $C-G_{i}|c\rangle|t\rangle \longrightarrow|c\rangle G_{i}^{c}|t\rangle$ can be implemented in constant depth and size using the gates in $G$. Here, $|c\rangle$ is a single qubit and $G_{i}$ could be a single or a multi-qubit gate.


Figure 3.1: Equivalence of Toffoli gate and $Z$ gate (left) and $F$ gate and $z$ fanout gate (right)

A $Z$ gate can be constructed easily (in constant depth and size) from a single unbounded Toffoli gate (and vice versa) by conjugating the target qubit of the unbounded

Toffoli gate with $H$ gates (see Figure 3.1). Similarly, a $Z_{n}$ gate can be constructed from a single $F$ gate (and vice versa) in constant depth (although not constant size) by conjugating each target with $H$ gates. So, in our depth-universal circuit construction, we can use either or both of these types of gates. Similarly for unbounded Toffoli versus Z gates. $Z$ gates and $Z$-fanout gates are convenient to work with because they only change the phase, leaving the values of the qubits intact (they are represented by diagonal matrices in the computational basis). This allows us to use a trick due to Høyer and Špalek [HŠ03] and run all possible gates for a layer in parallel.

### 3.3 Depth-universal quantum circuits

Depth universal circuits are defined to have the same order of depth as the simulated circuits. We are particularly concerned with the depth of universal circuits. In computations modelled by circuits, circuit depth corresponds to time as we envision each layer of the circuit being carried out in one step of the computation by parallely applying all the gates in that layer. So, for example, depth-universal circuits are desirable because they can simulate any circuit within a constant slow-down factor. Thus they are as time-efficient as possible. If instead we want to minimise the number of gates that need to be applied, then size-universal circuits are a good candidate.

Definition 3.3.1 (Depth-Universal Quantum Circuits) Fix a family $\mathcal{F}$ of unitary quantum gates. A family of quantum circuits $\left\{U_{n, d}\right\}_{n, d>0}$ is depth-universal over $\mathcal{F}$ if

1. $U_{n, d}$ is universal for $n$-qubit circuits with depth $\leq d$ using gates from $\mathcal{F}$,
2. $U_{n, d}$ only uses gates drawn from $\mathcal{F}$,
3. $U_{n, d}$ has depth $O(d)$, and
4. the number of encoding qubits of $U_{n, d}$ is polynomial in $n$ and $d$.

Cook and Hoover considered the problem of depth-universal classical circuit for circuits with only bounded-width gates [CH85]. As in their case, the following counting
argument shows that depth-universal quantum circuits, if they exist, must have depth $\Omega(\log n)$ and thus can only depth-efficiently simulate circuits with depth $\Omega(\log n)$. For simplicity, assume that we have a universal circuit $U$ for depth- 1 circuits on $n$ qubits that uses CNOT gates only; we will use a communication type argument which can be trivially extended to any family of gates. Since any pair of the $n$ qubits could potentially be connected with a CNOT gate, that pair must be connected somehow (indirectly perhaps) within the circuit $U$. Thus any data input qubit can potentially affect any of the other $n-1$ data output qubits. Since $U$ only has constant-width gates, the number of qubits affected by any given data input increases by only a constant factor per layer, and so $U$ must have $\Omega(\log n)$ layers. So for the rest of this section, assume that the circuits being simulated have depth $\Omega(\log n)$.

The construction of Cook and Hoover does not trivially extend to classical circuits with unbounded-width gates. However, in this section we For circuits with unbounded-width gates, in this section we prove that depth-universal circuits exist for unbounded-width circuits over each of the gate families

$$
\begin{aligned}
\mathcal{F} & =\{H, \pi / 8\} \cup\{F \mid n \geq 1\} \\
\mathcal{F}^{\prime} & =\{H, \pi / 8\} \cup\{F \mid n \geq 1\} \cup\{T \mid n \geq 1\} .
\end{aligned}
$$

We first give the proof for $\mathcal{F}$ then show how to modify it for $\mathcal{F}^{\prime}$.
Theorem 3.3.2 Depth-universal quantum circuits exist over $\mathcal{F}$ and over $\mathcal{F}^{\prime}$. Such circuits use $O\left(n^{2} d\right)$ qubits and can be built $\log$-space uniformly in $n$ and $d$.

Our construction is quite different from the Cook and Hoover construction, mainly due to the limited ability to do fanout in quantum circuits. It seems impossible to perform efficient simulation without using fanout and so both the circuit families we consider consists of the fanout gate. Note that the results for the two circuit families are independent, because it is not known whether $n$-qubit Toffoli gates can be implemented exactly in constant depth using single-qubit gates and fanout gates, although they can be approximated this way [HŠ03].

The depth-universal circuit $U$ we construct simulates the input circuit $C$ layer by layer, where a layer consists of the collection of all its gates at a fixed depth. $C$ is encoded in a slightly altered form, however. First, all the fanout gates in $C$ are replaced with Z-fanout gates on the same qubits with $H$ gates conjugating the targets. At worst, this may roughly double the depth of $C$ (adjacent $H$ gates cancel). Each layer of the resulting circuit is then separated into three adjacent layers: the first having only the $H$ gates of the original layer, the second only the $\pi / 8$ gates, and the third only the $Z$-fanout gates. $U$ then simulates each layer of the modified $C$ by a constant number of its own layers. We describe next how these layers are constructed.

Simulating single-qubit gates. The circuit to simulate an $n$-qubit layer of single-qubit gates of type $G$, say, consists of a layer of controlled- $G$ gates where the control qubits are fed from the encoding and the target qubits are the data qubits. Figure 3.2 shows a layer of $G$ gates, where $G \in\{H, \pi / 8\}$, controlled using $H, S, \pi / 8$, CNOT, and Toffoli gates To simulate $G$ gates on qubits $i_{1}, \ldots, i_{k}$, say, set $c_{i_{1}}, \ldots, c_{i_{k}}$ to 1 and the rest of the $c$-qubits to 0.

where $G \in\left\{H, \frac{\pi}{8}\right\}$ and


Figure 3.2: Simulating a layer of single-qubit $G$ gates with controlled $G$ gates. The ancilla in the implementation of the controlled $\pi / 8$ gate is assumed part of the encoding. The ancilla is reset to 0 at the end and hence can be reused for implementing all $\pi / 8$ layers.

The gates used in Figure 3.2 that are not in $\{H, \pi / 8\}$ can be actually implemented using the gates from this set. For example, we can implement $S$ by $\frac{\pi^{2}}{8}$, and since $\frac{\pi^{8}}{8}=I$, we can implement $S^{\dagger}=\frac{\pi^{6}}{8}$ and $\frac{\pi}{8}^{\dagger}=\frac{\pi^{7}}{8}$.

Simulating Z-fanout gates. The circuit to simulate a Z-fanout layer is shown in Figure 3.3. The top $n$ qubits are the original data qubits. The rest are ancilla qubits. All the


Figure 3.3: Simulating a layer of Z-fanout gates.
qubits are arranged in $n$ blocks $A_{1}, \ldots, A_{n}$ of $n$ qubits per block. The qubits in block $A_{i}$ are labelled $b_{i 1}, \ldots, b_{i n}$.

Each $A_{i}$ subcircuit looks like Figure 3.4. The qubits $c_{i 1}, \ldots, c_{i n}$ are encoding qubits. The large gate between the two columns of Toffoli gates is a Z-fanout gate with its control on the $i$ th ancilla (corresponding to $b_{i i}$ and $c_{i i}$ ) and targets on all the other ancillæ.

Here is the state evolution from $|\vec{d}\rangle=\left|d_{1} \cdots d_{n}\right\rangle$, suppressing the $c_{i j}$ qubits and ancillæ internal to the $A_{i}$ subcircuits in the ket labels. Note that after the first layer of fanout gates,


Figure 3.4: Subcircuit $A_{i}$ in the simulation of Z-fanout gates.
each qubit $b_{i j}$ carries the value $d_{j}$.

$$
\begin{aligned}
|\vec{d}, \overrightarrow{0}, \ldots, \overrightarrow{0}\rangle & \mapsto|\vec{d}, \vec{d}, \ldots, \vec{d}\rangle \\
& \mapsto(-1)^{\sum_{i} d_{i} c_{i i}\left(\sum_{j \neq i} d_{j} c_{i j}\right)}|\vec{d}, \vec{d}, \ldots, \vec{d}\rangle \\
& \mapsto(-1)^{\sum_{i} d_{i} c_{i i}\left(\sum_{j \neq i} d_{j} c_{i j}\right)}|\vec{d}, \overrightarrow{0}, \ldots, \overrightarrow{0}\rangle .
\end{aligned}
$$

To simulate some $Z$-fanout gate $G$ of $C$ whose control is on the $i$ th qubit, say, we do this in block $B_{i}$ by setting $c_{i i}$ to 1 and setting $c_{i j}$ to 1 for every $j$ where the $j$ th qubit is a target of $G$. All the other $c$-qubits in $B_{i}$ are set to 0 . We can do this in separate blocks for multiple $Z$-fanout gates on the same layer, because no two gates can share the same control qubit. Any c-qubits in unused blocks are set to 0 .

Simulating unbounded Toffoli gates. We can modify the construction above to accommodate unbounded Toffoli gates (gate family $\mathcal{F}^{\prime}$ ), or equivalently $Z$ gates, by breaking each layer of $C$ into four adjacent layers, the first three being as before, and the fourth


Figure 3.5: Subcircuit $A_{i}$ for a layer of $Z$ gates.
containing only $Z$ gates. The top-level circuit to simulate a layer of $Z$ gates looks just as before (Figure 3.3), except now each $A_{i}$ subcircuit looks a bit different and is shown in Figure 3.5 , where the central gate is a $Z$ gate connecting the ancillæ.

As before, the qubits $c_{i 1}, \ldots, c_{i n}$ are encoding qubits. The $X Z X$ gates on $c_{i i}$ multiply the overall phase by $(-1)^{c_{i i}}$. When the $Z$ gate of $A_{i}$ is applied, its $j$ th contact point is in the state $\overline{\overline{b_{i j}} c_{i j}}$. Note that $\overline{\overline{b_{i j}} c_{i j}}=b_{i j}$ if $c_{i j}=1$ and 1 otherwise. The $Z$ gate then multiplies the overall phase by $(-1)^{\Pi_{j}\left(\overline{\overline{b_{i j}} c_{i j}}\right)}=(-1)^{\Pi_{j: c_{i j}=1} b_{i j}}$. The state thus evolves as given below:

$$
\begin{aligned}
|\vec{d}, \overrightarrow{0}, \ldots, \overrightarrow{0}\rangle & \mapsto|\vec{d}, \vec{d}, \ldots, \vec{d}\rangle \\
& \mapsto(-1)^{\sum_{i} \bar{c}_{i i}+\prod_{j: c_{i j}=1} b_{i j}}|\vec{d}, \vec{d}, \ldots, \vec{d}\rangle \\
& \mapsto(-1)^{\sum_{i} \overline{c_{i i}}+\prod_{j: c_{i j}=1} b_{i j}}|\vec{d}, \overrightarrow{0}, \ldots, \overrightarrow{0}\rangle
\end{aligned}
$$

To simulate some $Z$ gate $G$ of $C$ whose first qubit is $i$, say, we do this in block $B_{i}$ by setting $c_{i i}$ to 1 and setting $c_{i j}$ to 1 for every $j$ where the $j$ th qubit is part of $G$. All the other $c$-qubits in $B_{i}$ are set to 0 . As before, we can do this in separate blocks for multiple gates on the
same layer, because no two gates can share the same first qubit. Any c-qubits in unused blocks are set to 0 , and it is easy to check that this makes the block have no net effect.

### 3.4 Size-universal quantum circuits

Similar to a depth-universal circuit, a size-universal circuit is a universal circuit whose number of gates is of the same order as the number of gates in the circuit it is simulating. Formally,

Definition 3.4.1 A family $\left\{U_{n, c}\right\}$ of universal circuits for n-qubit circuits of size $\leq c$ is sizeuniversal if $\operatorname{SIZE}\left(U_{n, c}\right)=O(c)$.

A simple counting argument shows that it is not possible to obtain a completely sizeuniversal circuit for fanin-2 circuits. Consider all circuits with $c$ fanin-2 gates where one input of each gate is connected the first qubit. There are $(n-1)^{c}$ possible circuits. Then consider similar circuits where there is no gate with input as the first qubit and one input of each gate is connected to the second qubit. Continuing this recursive counting argument, we obtain that the number of possible fanin-2 circuits is $\Omega\left((n-1)^{c+1}\right)$. Since the universal circuit must be connected to all the encoding bits, it must have $\Omega(c \log n)$ gates.

We use Valiant's idea of universal graphs [Va176] to construct a universal family of fanin- 2 circuits that are very close to the aforementioned lower bound. As before, we would like to simulate $C$ by using the same set of gates used in $C$. Our construction works for any circuit using unbounded Toffoli gates and any set of single-qubit and 2qubit gates closed under the controlled operation.

First we will define a universal directed acyclic graph with $n$ special vertices (called poles) in which we can embed any circuit with $n$ gates (counting the inputs as gates too). The embedding will map the wires in the circuit to paths in the graph.

Definition 3.4.2 (Edge-embedding [Va176]) An edge-embedding $\rho$ of $G=(V, E)$ into $G^{\prime}=$
$\left(V^{\prime}, E^{\prime}\right)$ maps $V$ one-to-one to $V^{\prime}$ and maps each edge $(i, j) \in E$ to a directed path $\rho(i) \rightsquigarrow \rho(j)$ in $G^{\prime}$ such that distinct edges are mapped to edge-disjoint paths.

The graph of any fanin-2 circuit of size $n$ can be represented as a directed acyclic graph with vertices $\{1, \ldots, n\}$ such that there is no edge from $j$ to $i$ for $i<j$ and each vertex has fanin and fanout 2 . Let $\Gamma_{2}(n)$ be the set of all such graphs.

Definition 3.4.3 (Edge-universal graph [Va176]) A graph $G^{\prime}$ is edge-universal for $\Gamma_{2}(n)$ if it has distinct poles $p_{1}, \ldots, p_{n}$ such that any graph $G \in \Gamma_{2}(n)$ can be edge-embedded into $G^{\prime}$ where each vertex $i \in G$ is mapped to vertex $\rho(i)=p_{i} \in G^{\prime}$.

Then, Valiant shows how to construct a universal graph.

Theorem 3.4.4 ([Va176]) There is a constant $k$ such that for all $n$ there exists an acyclic graph $G^{\prime}$ that is edge-universal for $\Gamma_{2}(n)$, and $G^{\prime}$ has $k n \lg n$ vertices, each vertex having fanin and fanout 2.

It is fairly easy to construct a universal circuit using the universal graph. In fact, the universal circuit for circuits with $n$ inputs and $c$ gates will be any edge-universal graph for $\Gamma_{2}(n+c)$.

Consider any such edge-universal graph $G^{\prime}$. Then $G^{\prime}$ has $c^{\prime}=k(n+c) \log (n+c)$ vertices for some $k$. These $c^{\prime}$ vertices include fixed poles $p_{1}, \ldots, p_{n}, p_{n+1}, \ldots, p_{n+c}$ and non-pole vertices. Create a quantum circuit $C^{\prime}$ with $c^{\prime}$ gates (including the inputs and outputs) where $G^{\prime}$ describes how the gates connect to each other. For each of the vertices $p_{1}, \ldots, p_{n}$ of $G^{\prime}$, remove their incoming edges and replace the vertices by the input as shown in Figure 3.6. Replace each of the vertices $p_{n+1}, \ldots, p_{n+c}$ with a subcircuit that applies any of the single- or 2-qubit gates on the inputs, where the gate to apply is controlled by the encoding. For example, Figure 3.8 shows the subcircuit at a pole vertex in a universal circuit simulating CNOT and $H$ gates; refer to figure 3.2 for the construction of the controlled- $H$ gate.

For a non-pole vertex, replace it with a subcircuit that swaps the incoming and outgoing wires (i.e., first input is connected to second output and second input is connected to first output) or directly connects them (i.e., first input is connected to first output and similarly for the second input). Again, the subcircuit is controlled by the encoding which controls whether to swap or directly connect (see Figure 3.7). The edge disjointness property guarantees that wires in the embedded circuit are mapped to paths in $C^{\prime}$ which can share a vertex but cannot share any edge.


Figure 3.6: The gate for a pole vertex $p_{i}$ is mapped to input $x_{i}$.


Figure 3.7: The gates at a non-pole vertex $v$. The encoding bit $c_{v}$ specifies if first output qubit should be mapped to first input or second input qubit and similarly for second output qubit.


Figure 3.8: Example of the gates at a pole vertex $v$ simulating a circuit with CNOT and $H$ gates. The encoding bits $c_{v}^{g}$ specify which kind of gate is at vertex $v$, and the $c_{v}^{d}$ specify which qubit the gate acts on (for $H$ gate) or which is the control qubit (for CNOT gate).

To simulate any fanin- 2 circuit $C$ with $c$ gates acting on $n$ qubits, construct the edgeuniversal graph $G^{\prime}$ for $\Gamma_{2}(n+c)$. Embed the graph of $C$ into $G^{\prime}$ such that the input nodes of $C$ are mapped to the poles $p_{1}, \ldots, p_{n}$ in $G^{\prime}$. In the encoding, set $c_{v}^{g}$ to denote the type of $g$. If $g$ is a single-qubit gate, set $c_{v}^{d}$ to denote which of the two input qubits is connected to $g$; if $g$ is a 2-qubit gate, set $c_{v}^{d}$ to denote the control qubit. Consider all
the non-pole vertices $v$. By the property of the edge embedding, every wire in the circuit can be mapped to an edge disjoint path in $G$. Consider each wire in and its corresponding path in $G$. Since the paths are all edge disjoint, the wire connections can be specified by specifying how the 2 -output wire are connected to the 2 input wires. Set $c_{v}$ to denote whether the wires should be directly connected or swapped.

The size of the encoding is $(n+c)(\log \mid$ gates $\mid+1)+\left(\left|\Gamma_{2}(n+c)\right|-(n+c)\right)$. For polynomial size circuits, it is $O(c \log c)$ and the construction gives us aniversal circuit with a logarithmic blow-up in size.

Theorem 3.4.5 There is a constant $k$ and a family of universal circuits $U_{n, c}$ that can simulate every circuit with c gates acting on $n$ qubits such that $\operatorname{SIZE}\left(U_{n, c}\right)=O((n+c) \log (n+c))$.

We can use a similar idea for circuits with unbounded fanin. First we decompose the unbounded fanin gates using bounded fanin gates (fanin 2 in this case). This is doable for most of the common unbounded fanin gates. For example, an unbounded Toffoli gate of size $f$ can be constructed using $\Theta(f)$ successive Toffoli gates of size 3, which can in turn be implemented using Hadamard, phase, $\pi / 8$ and CNOT gates [NC00]. So any circuit of size $c$ consisting of Hadamard, $\pi / 8$ and unbounded Toffoli gates can be transformed into an equivalent circuit with size at most $O(c n)$ consisting of these single-qubit gates and CNOT gates. The rest of the construction follows as before.

Corollary 3.4.6 There is a family of universal circuits $U_{n, c}$ that can simulate quantum circuits of size $c$ on $n$ qubits and consisting of Hadamard, $\pi / 8$, and unbounded Toffoli gates such that $\operatorname{SIZE}\left(U_{n, c}\right)=O(n c \log (n c))$.

### 3.5 Other results

Depth-universal classical circuits. The techniques of Section 3.3 can be easily adapted to build depth-universal circuits for a variety of classical (Boolean) circuit classes with unbounded gates, e.g., AC, ACC, and TC circuits. The key reason is that these big gates
are all "self-similar" in the sense that fixing some of the inputs can yield a smaller gate of the same type.

Circuit encoding. We have been mostly concerned with the actual simulation of a quantum circuit $C$ by the universal circuit $U$. It is possible, however, to hide some complexity of the simulation in $U$ 's description of $C$ itself. Usually, the description of a classical circuit describes the underlying graph of the circuit and specifies the gates at each vertex. We can similarly describe a quantum circuit by its graph structure. The description is extremely compact with size proportional to the size of the circuit. For example, the standard encoding of fanin 2 graphs would be a list of 4 -tuples, one for each gate, $\left(v, g, i n_{1}, i n_{2}\right)$. Here $v$ is the gate number and $g$ is the type of the gate. The 1st input of $v$ is connected to the $i n_{1}$ qubit and the 2 nd input of $v$ is connected to the $i n_{2}$ qubit.

However, we used a description that is more natural for quantum circuits and especially suitable for simulation. The description stores the grid structure of the circuit; the rows of the grid correspond to the qubits, and the columns correspond to the different layers of the circuit. We first convert the circuit to have only one kind of gate at each layer; also we fix some ordering of the fixed finite set of gates and assume that layers in the circuit always consist only of one of the finite number of different gates, and the gates in each layer of gates always occur in the same order. (There can be layers with no gates.) This can all be done with a constant increase in depth as the number of different gates types is finite.

Then, for a layer of single qubit gates of type, say $G$, the grid encoding stores $n$ Boolean values $\left(c_{1}, \cdots, c_{n}\right)$ where $c_{i}$ denotes whether there is a $G$ gate in that layer and on $i$ th qubit. For a layer of controlled-Z gates, the encoding contains $n^{2}$ Boolean values $\left(c_{11}, c_{12}, \cdots, c_{n n}\right)$ where $c_{i i}$ denotes if there is a controlled-Z gate in that layer with the control on the $i$ th qubit and $c_{i j}$ denotes if there is a controlled- $Z$ gate in that layer with control on the $i$ th qubit and target on the $j$ th qubit. For a layer of generalised $Z$ gates, it contains $n^{2}$ Boolean values $\left(c_{11}, c_{12}, \cdots, c_{n n}\right)$ where $c_{i i}$ denotes if there is a generalised
$Z$ gate in that layer with the first qubit on the $i$ th qubit and $c_{i j}$ denotes if there is a generalised $Z$ gate in that layer on qubit $j$ whose first qubit is on the $i$ th qubit. This description is not unique for any given circuit and its size is $O(n d)$, where $n$ is the number of qubits and $d$ is the depth of the circuit. However, a graph-based description can be easily converted to this grid-based description in polynomial time.

### 3.6 Summary

In this chapter we showed how to construct universal circuit families with the desired property that they require (roughly) no more resource (depth or size) than the circuit they are simulating. Designing such quantum circuits is a challenge because the simulated circuits could perform operations involving one or both of the phase and states of the qubits which it is not immediately clear how to simulate. Furthermore, the universal circuit in itself is constrained by clean computation, lack of arbitrary copying of qubits and other such requirements of a quantum circuit.

Still, a number of natural, interesting open problems remain.
Fanout gates are used in our construction of a depth-universal circuit family. Is the fanout gate necessary in our construction? We believe it is. In fact, we do not know how to simulate depth- $d$ circuits over $\{H, \pi / 8$, CNOT $\}$ universally in depth $O(d)$ without using fanout gates, even assuming that the circuits being simulated have depth $\Omega(\log n)$. The shallowest universal circuits with bounded-width gates we know of have a $\lg n$ blow-up factor in the depth, just by replacing the fanout gates with log-depth circuits of CNOT gates.

Our results apply to circuits with very specific gate sets. How much can these gate sets be generalised? Are similar results possible for any countable set of gates containing Hadamard, unbounded Toffoli, and fanout gates?

We showed how to construct a universal circuit with a logarithmic blow-up in size. The construction is within a constant factor of the minimum possible size for polynomial-
size, bounded-fanin circuits. However for constant-size circuits, we believe the lower bound can be tightened to match the proven upper bound. For unbounded-fanin circuits, we construct a universal circuit with size $O(n c \log n c)$ which is significantly larger than the bounded fanin lower bound of $\Omega(c \log n)$. We think that a better lower bound is possible for the unbounded-fanin case.

## 4 Quantum Circuit Lower Bound

"I refuse to answer that question on the grounds that I don't know the answer."

- Zaphod Beeblebrox (H2G2 by Douglas Adams)

Our intelligence is of course no match for that of a Galactic ex-President, but knowledge about what we cannot do often carries significant insight about what we can. Computer science and logic, rather mathematics in general, is noteworthy for its openness towards results revealing its limitations. In the previous chapter we saw evidence that the quantum circuit model is powerful enough to let us create a single circuit with limited depth (or size) that can simulate all circuits of the same depth (or size). There are many examples of quantum circuits, even structurally very simple ones with constant or logarithmic depth, that possess more power than similarly resource bounded classical circuits. But can such circuits compute arbitrarily hard functions? In this chapter, we investigate their limitations. Our main contribution here is a new technique for proving lower bounds of quantum circuits. This chapter is based on the following report:
-[Ber08] D. Bera. A New Lower Bound Technique for Quantum Circuits without Ancillæ. Boston University, Computer Science technical report 2008-15 (2008).

### 4.1 Introduction

There are many models of computing used in computer science, e.g. Turing machines, circuits, decision trees to name a few. Each of the models have their own advantages. The
circuit model is particularly useful for proving lower bounds. Unlike a Turing machine, a circuit computing a function is easy to write down and is closely linked to the algebraic and combinatorial properties of the function. This makes it tempting to try to bound the power of the circuit, when limited to a certain depth or size or both.

There is a considerable interest in low depth quantum circuits. The recent developments in physical realisation of qubits and quantum gates suggest that the early quantum circuits will be of limited size and depth, if built using the classical like model of a network of gates. For example it has been shown that the quantum Fourier transform can be implemented in low depth and size [CW00]. Note as well that the quantum Fourier transform plays an important role in providing quantum speedups for many problems.

Many of the currently known upper bounds in quantum circuit complexity require the fanout gate [HŠ03], which interestingly enough, was found to be depth-3 equivalent to the parity gate [Moo99]. On one hand this makes the upper bounds stronger since a fanout gate seems to be something that could be physically implementable [Fen03b]. On the other hand, this begs the question whether something as simple as the fanout gate could be implemented in constant depth using the typical set of universal gates. Since fanout is equivalent to parity, this is a quantum analogue of the classical "PARITY $\in A C^{0}$ " question [Bea94]. We address a limited form of this question in this chapter.

Apart from a resolution of the question of fanout gates with constant depth circuits, we are also interested in lower bound techniques for quantum circuits. Today there are several lower bound techniques for classical circuits e.g. using algebraic representation of the gates, randomly fixing inputs to the gates or information theoretic arguments [Pud93]. However, similar to other models for quantum computation, even to achieve more modest results than what is known for classical circuits, new techniques are needed. Also, different techniques reveal important insight about the structure which enriches our understanding of the model. To this effect, we describe a new technique to analyse quantum circuits without any ancillæ made of Toffoli gates and any single qubit gates.

### 4.2 Motivation and related work

In this chapter we solely focus on quantum circuits made with arbitrary fanin Toffoli gates and any set of single qubit gates. Our motivation for choosing this set of gates is two-fold. First, there are several (effectively) universal set of quantum gates consisting of a particular set of single qubit gates along with the Toffoli gate i.e. any quantum gate can be approximated arbitrarily closely using this set of gates [NC00]. Furthermore, any constant fanin gate can be effectively replaced by a constant depth and constant size circuit made of single qubit and CNOT gates; since a CNOT gate is the same as a Toffoli gate for 2 qubits, this means the forthcoming results also hold true for quantum circuits with arbitrary fanin Toffoli gates and any set of bounded fanin gates.

The second motivation is in tune with our quest in understanding what the quantum model brings to the plate. The Toffoli gate is very similar to the classical AND gate. So structurally the only difference is the presence of the single qubit quantum gates. Informally, the single qubit gates manipulate and share information locally (i.e. with a constant number of qubits at any time) and the unbounded classical gates act globally to share these changes.

In the analysis of such circuits we find it necessary to grapple with another likely limitation of real quantum computers. It is evident that they will be limited not only in their run-time duration but also by the number of qubits used in the computation, due to the difficulty in controlling the interactions of multiple qubits. It will be necessary to identify computations which use as few ancillæ as possible. Thus we consider here the number of ancillæ used by a circuit as an additional computational resource, and in addition to the above requirements, we also require that our circuits use no ancilla. Currently it is not known if such circuits are necessarily weaker than circuits with ancillæ.

Earlier in Chapter 2, we defined that a cleanly computing circuit returns the ancillæ to their initial states. In this chapter, we use "clean computation" in a more general sense. For quantum circuits that compute a Boolean function, usually there is a fixed
qubit whose measurement output is considered as the output value of the circuit. Such a circuit is said to cleanly compute that function, if all the qubits, excluding the measured qubit, are returned to their initial states. This basically extends the requirement from ancillæ to every qubit that they should be reusable if possible.

Unlike some other models, we do not require clean computation. This is okay since we are interested in lower bounds in this chapter; a lower bound for parity when clean computation is not required also gives a lower bound for parity when clean computation is required. We hope that these simplifications will lead to better understanding of the major underlying differences like entanglement and superposition.

Our technique is based on the usual observation about AND gates: even though an AND gate might act on a large number of inputs, for most input assignments the result is simply zero. Different manifestations of this observation have led to a number of techniques in the past [RW04].

The random restriction approach [Has86] notes that setting only one input of an AND gate to 0 is sufficient to replace the gate by a constant. It then uses this idea to randomly set several of the input variables and kill most of the gates of the circuit.

The algebraic techniques [Gre99, Bei93] represent the inputs as variables and the gates as polynomial functions on these variables. The main idea here revolves around approximating AND or OR by a low-degree polynomial function. The polynomials are then composed gate-by-gate and a low-degree polynomial is obtained for the whole circuit.

The quantum formula model is a restricted version of the quantum circuit model. Quantum formulæ are defined like Boolean formulæ, i.e. there is at most one path from any input to the output. For a quantum formula, this means that only one of the output qubits of any gate can be connected to the output qubit of the circuit. Rowchoudhury and Vatan looked at the quantum formula lower bound problem and gave an almost-quadratic lower bound of $\Omega\left(n^{2} / \log ^{2} n\right)$ for the problem of element distinctness on $n$ inputs [RV01].

For quantum circuits, Fang et al. in [FFG $\left.{ }^{+} 06\right]$ looked at the same problem as ours: a lower bound for parity using unbounded fanin Toffoli and other bounded fanin gates.

Their approach is similar to the random restriction method; they eliminate Toffoli gates by carefully setting input variables (however, they set the input selectively, unlike randomly as in the random restriction method). For a comprehensive understanding of the different lower bound techniques for quantum circuits, we briefly survey their method in Section 4.4.1. We then describe our approach in detail in Section 4.4.2.

### 4.3 Bounded fanin circuits

An oft used technique in circuit complexity is the communication argument that the output gate of a circuit must be ultimately connected to all the inputs that its corresponding function non-trivially depends on. This is also true for quantum circuits but the proof is not so obvious since the intermediate quantum states might be entangled. An application of this claim is that any quantum circuit with bounded fanin gates require depth at least $\log n$ to compute any function that is dependent on all input qubits e.g. parity, Toffoli or fanout. This was first proved in $\left[\mathrm{FFG}^{+} 06\right]$; here we present a slightly different argument that will be helpful in understanding the later results in this chapter.

Theorem 4.3.1 For any circuit from a family of quantum circuits made of bounded fanin gates and of depth $d$, the output of measurement of a single qubit can depend on at most $2^{O(d)}$ inputs.

Proof. Consider a circuit of depth $d$ with $n$ inputs qubits and $a$ ancillæ. For simplicity assume it is made of single qubit and 2-qubit gates. Also assume at the end of the circuit, the measurement of the first qubit in some fixed basis is output as the circuit output (the theorem is true as long as any constant number of output qubits are measured).

Since the gates are of fanin at most 2 , at depth $d$, the state of the first qubit during measurement should depend at most on a fixed set of $2^{d}$ input qubits. However, it is possible that the quantum gates may have entangled all the input qubits. We claim that the measurement output of the first qubit does not depend on any such entanglement. Here is an explicit proof of this fact.

For any quantum circuit with single and 2-qubit gates, there is an equivalent directed acyclic graph where single qubit gates correspond to vertices with fanin and fanout 1 and 2-qubit gates correspond to vertices with fanin and fanout 2 . Let the vertex for the last gate on the first qubit be denoted by $u$ (the measurement qubit). Then the vertices can be partitioned into two disjoint subsets $U$ and $V$ such that $U$ is the smallest subset that consists of $u$ and other vertices from which $u$ can be reached; observe that there is no edge from $V$ to $U$ and $|U| \leq 2^{d}$.

Since there is no edge from $V$ to $U$, this means in the circuit, the gates in $U$ do not depend on any gates from $V$. So, the circuit of depth $d$ can be transformed to an equivalent depth $2 d$ circuit where the gates in $V$ are pushed past layer $d$ i.e. if $V$ has a gate $g$ in layer $i$, then the new circuit has $g$ in layer $d+i$. The transformed circuit then has all gates from $U$ in the first $d$ layers working only on $2^{d}$ qubits, followed by $d$ more layers consisting on gates from $V$ working on all but the first qubit (since $U$ contains $u$ and $u$ is the last gate on first qubit, there is no outgoing edge from $u$ ). Formally, $\left.C=\left(I^{(1)} \otimes V^{(n+a-1)}\right)\left(U^{\left(2^{d}\right)} \otimes I^{\left(n+a-2^{d}\right)}\right)\right)$ (the superscript denotes the size of the subspace the operator).

Since later gates cannot affect the measurement of the output of $u$, and the gates up to and including $u$ depend only on $2^{d}$ gates, the measurement of the output of $u$ can depend on at most $2^{d}$ inputs.

Note that this argument works with any numbers of ancillæ. A careful analysis of the dependency of the output qubit gives us the exact depth required to compute parity and fanout.

Corollary 4.3.2 [FFG ${ }^{+}$06, Th. 3.2] Any quantum circuit on $n$ inputs and any number of ancillx must have depth at least $\log n$ to exactly compute parity and depth at least $\log n-2$ to exactly compute fanout.

### 4.4 Unbounded fanin circuits

Next we move on to circuits with no ancillæ and composed of unbounded Toffoli gates and any set of single qubit gates. Both the techniques covered here are inspired by observations for classical circuits. We first survey an earlier approach by Fang et al. in [ $\mathrm{FFG}^{+} 06$ ].

### 4.4.1 Earlier technique

The crucial observation behind this technique is that the output of a classical AND or OR gate can be fixed by fixing only one input i.e. the gate can be effectively killed by fixing one input. Thus, if we consider a constant depth classical circuit made of NOT gates and unbounded fanin AND and OR gates but without any fanout, then its output can be fixed by fixing a few of its inputs.

A similar argument works for quantum circuits but not surprisingly, the method becomes very complicated since the intermediate states in the circuit can be a superposition of the basis states and also entanglement can create undesired dependencies between qubits. The technique employs two tricks to its advantage. First, it assumes that the circuit is composed of unbounded $Z$ gates instead of Toffoli gates. Z gates, as described earlier, flip the phase of a basis state if all the qubits are 1 ; recall that a $Z$ gates is constant depth and constant size equivalent to a Toffoli gate, so this replacement does not change the order of the size or depth of the circuit. Secondly, say a circuit $C$ of depth $d$ is composed of levels $L_{1}, \ldots, L_{d}$ such that $C|\Psi\rangle=L_{1} \cdot L_{2} \ldots L_{d}|\Psi\rangle$ and each $L_{i}$ is a tensor product of $Z$ gates and single qubit gates. Without loss of generality, assume that the $n$th qubit is measured as the output of $C$. Then, we can start killing $Z$ gates backwards from level $L_{d}$ to $L_{1}$ : fixing the state of a set of qubits in each level as we go backward so that the output qubit is always in the state $|0\rangle$. It can be shown that the set of qubits whose states needs to be fixed in level $L_{i}$ consists of at most $2^{i}$ qubits. Therefore, for the full circuit of $d$ levels, there exists a state $\left|\Psi_{2^{d}}\right\rangle$ involving only $2^{d}$ qubits such that no matter
what the other $n-2^{d}$ qubits are set to, after $C$ is applied, measurement of the $n$th qubit will always output 0 . With a careful analysis, $\left[\mathrm{FFG}^{+} 06\right]$ showed the following:

Theorem 4.4.1 (Lemma $4.2\left[\mathrm{FFG}^{+} 06\right]$ ) Consider any quantum circuit $C$ with depth $d$, with $n$ inputs and 0 ancillx, and whose output is determined by measuring a particular qubit after $C$ is applied to the input. If $C$ is built is unbounded Toffoli gates and bounded width gates, then the output qubit can be fixed to $|0\rangle$ by fixing the state of $2^{d / 2}$ of the $n$ input qubits.

They were able to extend their technique to include sublinear number of ancillæ, specifically the above result hold if $C$ has $a$ ancillæ as long as $n>(a+1) 2^{d / 2}$.

### 4.4.2 Our technique

Our approach is inspired by one of the algebraic approaches by Smolensky [Smo87] where classical AND gates are approximated as:

$$
\forall \delta, \exists \text { polynomial } \hat{A}(X), \operatorname{Pr}_{X \in \mathcal{D}^{n}}[A N D(X)=\hat{A}(X)]>1-\delta
$$

where $\mathcal{D}^{n}$ is any distribution on $n$-bit strings and $\hat{A}(x)$ is a carefully constructed lowdegree polynomial with degree dependent on $\delta$. The crucial observation is that, for quantum circuits without any ancille, the reversibility property of the circuit ensures that the output distribution after any gate is same as the input distribution. Thus, if the input distribution is chosen uniformly at random, we can approximate AND by the simple degree-0 polynomial $\hat{A}(X)=0$; note that though inspired by the technique of Smolensky, we do not need the whole machinery of his technique for our case. Since the states of a quantum circuit can be a superposition of basis states, instead of actually bounding the probability of approximating the AND gate, we bound the distance between the states obtained by applying the Toffoli gate and by applying the approximation. Thus we can approximate the original circuit by another circuit whose output does not depend on all input qubits.

Setup Consider a circuit on $n$ qubits (no ancillæ) where the initial state is one of the $2^{n}$ standard basis states $\{|00 \ldots 0\rangle,|00 \ldots 1\rangle, \ldots,|11 \ldots 1\rangle\}$. Each of the possible initial states $\left\{|x\rangle: x \in\{0,1\}^{n}\right\}$ corresponds to the classical input $x$ to the circuit. Henceforth any intermediate state of the circuit, denoted by $|\Psi(x)\rangle$, should be understood as the intermediate state when the input state is $|x\rangle$. Similarly, $\{|\Psi(x)\rangle\}$ will denote the distribution of intermediate states when the distribution of input states is $\{|x\rangle\}$.

Consider an intermediate state of the circuit, $|\Psi(x)\rangle$. We will analyse the effect of applying a $(t+1)$-qubit Toffoli gate $\mathcal{T}$ to this state. Without loss of generality, let us assume that $T=\{1, \ldots, t\}$ form the set of control qubits of $\mathcal{T}$ and its target qubit is qubit $t+1$. We will use $q=n-(t+1)$ to denote the number of qubits not involved with $\mathcal{T}$ and $f_{x}(j)=\langle j \mid \Psi(x)\rangle$ to denote the amplitude of $|j\rangle$ in $|\Psi(x)\rangle$. We will use the notation $i \cdot j$ to denote concatenation of strings.

First note that, for all $x$

$$
\begin{aligned}
\Psi(x) & =\sum_{k \in\{0,1\}^{n}} f_{x}(k)|k\rangle \\
& =\sum_{j \in\{0,1\}^{q}} \sum_{i \in\{0,1\}^{t+1}} f_{x}(i \cdot j)|i\rangle|j\rangle \\
& =\sum_{j \in\{0,1\}^{\natural}}\left[f_{x}\left(1^{t} \cdot 0 \cdot j\right)\left|1^{t} \cdot 0 \cdot j\right\rangle+f_{x}\left(1^{t} \cdot 1 \cdot j\right)\left|1^{t} \cdot 1 \cdot j\right\rangle+\sum_{\substack{i \neq 1^{t} \cdot 0 \\
i \neq 1^{t} \cdot 1}} f_{x}(i \cdot j)|i \cdot j\rangle\right]
\end{aligned}
$$

After $\mathcal{T}$ is applied, the amplitudes of all but two of the basis states remain unchanged and the amplitudes of the remaining two basis states are swapped. We get the following set of states for all $x$.

$$
\begin{aligned}
\mathcal{T}|\Psi(x)\rangle= & \sum_{j \in\{0,1\}^{q}}\left[f_{x}\left(1^{t} \cdot 0 \cdot j\right) \mathcal{T}\left|1^{t} \cdot 0 \cdot j\right\rangle+f_{x}\left(1^{t} \cdot 1 \cdot j\right) \mathcal{T}\left|1^{t} \cdot 1 \cdot j\right\rangle+\right. \\
& \left.\sum_{\substack{i \neq 1^{t \cdot 0} \\
i \neq 1^{t} \cdot 1}} f_{x}(i \cdot j) \mathcal{T}|i \cdot j\rangle\right] \\
= & \sum_{j \in\{0,1\}^{q}}\left[f_{x}\left(1^{t} \cdot 0 \cdot j\right)\left|1^{t} \cdot 1 \cdot j\right\rangle+f_{x}\left(1^{t} \cdot 1 \cdot j\right)\left|1^{t} \cdot 0 \cdot j\right\rangle+\sum_{\substack{i \neq 1^{t} \cdot 0 \\
i \neq 1^{t \cdot 1}}} f_{x}(i \cdot j)|i \cdot j\rangle\right]
\end{aligned}
$$

Here is a technical lemma regarding the amplitudes that will be useful later.

Lemma 4.4.2 For any $y_{1} \neq y_{2} \in\{0,1\}^{n}$,

$$
\sum_{x}\left|f_{x}\left(y_{1}\right)-f_{x}\left(y_{2}\right)\right|^{2}=2
$$

Proof. In this proof $\sum_{x}\left(\right.$ and similarly $\left.\sum_{y}\right)$ will denote $\sum_{x \in\{0,1\}^{n}}$.
Let $C=\sum_{x}|\Psi(x)\rangle\langle x|=\sum_{x, y} f_{x}(y)|y\rangle\langle x|$ denote the operator that transforms $|x\rangle$ to $|\Psi(x)\rangle$. Since $|\Psi(x)\rangle$ is the intermediate state of the circuit when the initial state is $|x\rangle$, $C$ is a unitary operator. Therefore, $C^{\dagger}=\sum_{x y} f_{x}(y)^{*}|x\rangle\langle y|$ is also unitary and hence, $\left\{C^{\dagger}|y\rangle \mid y \in\{0,1\}^{n}\right\}$ forms an orthonormal basis.

Therefore, for $y_{1} \neq y_{2} \| C^{\dagger}\left|y_{1}\right\rangle-C^{\dagger}\left|y_{2}\right\rangle \|^{2}=2$.
Since $\| C^{\dagger}\left|y_{1}\right\rangle-C^{\dagger}\left|y_{2}\right\rangle\left\|^{2}=\right\| \sum_{x}\left(f_{x}\left(y_{1}\right)^{*}-f_{x}\left(y_{2}\right)^{*}\right)|x\rangle \|^{2}=\sum_{x}\left|f_{x}\left(y_{1}\right)-f_{x}\left(y_{2}\right)\right|^{2}$, this completes the proof.

Approximating a Toffoli gate Our strategy is to remove $\mathcal{T}$ (or replace it by the Identity gate), if $t$ is large enough, and show that the expected error is reasonably low.

Lemma 4.4.3 For a Toffoli gate $\mathcal{T}$ with $t$ control qubits, acting on a state $|\Psi(x)\rangle$,

$$
\operatorname{Pr}_{x}[\| \mathcal{T}|\Psi(x)\rangle-|\Psi(x)\rangle \|<\epsilon]>1-\frac{2}{2^{t} \epsilon^{2}}
$$

For proving this we need to define what we mean by approximation error. Consider a distribution over an ensemble of states $\Sigma=\left\{\left|\Psi_{1}\right\rangle, \ldots\right\}$.

Definition 4.4.4 For a state $|\Psi\rangle$ and a gate $\mathcal{T}$, define the expected error in removing $\mathcal{T}$ as

$$
E_{x}\left(\Delta_{\mathcal{T}}^{2}\right)=\sum_{i} \operatorname{Pr}\left(\left|\Psi_{i}\right\rangle\right) \Delta_{\mathcal{T}}^{2}
$$

where $\operatorname{Pr}\left(\left|\Psi_{i}\right\rangle\right)$ is the probability of choosing the state $\left|\Psi_{i}\right\rangle$ from $\Sigma$ and $\Delta_{\mathcal{T}}=\| T|\Psi\rangle-|\Psi\rangle \|$.
In our specific case, we have a distribution on $2^{n}$ states $\{|\Psi(x)\rangle\}$. Since quantum gates are unitary and thereby reversible, this means that $\{|\Psi(x)\rangle\}$ is identically distributed as the input to the circuit $\{|x\rangle\}$, which we chose uniformly at random.

Next we need an estimation of the expected error $E_{x}\left(\Delta_{T}^{2}\right)$.

Lemma 4.4.5 $E_{x}\left(\Delta_{T}^{2}\right)=2 / 2^{t}$

Proof. Notice that,

$$
\begin{array}{r}
\mathcal{T}|\Psi(x)\rangle-|\Psi(x)\rangle=\sum_{j \in\{0,1\}^{q}}\left[f_{x}\left(1^{t} \cdot 0 \cdot j\right)-f_{x}\left(1^{t} \cdot 1 \cdot j\right)\right]\left|1^{t} \cdot 1 \cdot j\right\rangle+ \\
{\left[f_{x}\left(1^{t} \cdot 1 \cdot j\right)-f_{x}\left(1^{t} \cdot 0 \cdot j\right)\right]\left|1^{t} \cdot 0 \cdot j\right\rangle}
\end{array}
$$

So, taking the difference and summing over all $x$ gives us,

$$
\begin{aligned}
\| \mathcal{T}|\Psi(x)\rangle-|\Psi(x)\rangle \|^{2} & =\sum_{j \in\{0,1\}^{q}} 2\left|f_{x}\left(1^{t} \cdot 0 \cdot j\right)-f_{x}\left(1^{t} \cdot 1 \cdot j\right)\right|^{2} \\
\sum_{x} \| \mathcal{T}|\Psi(x)\rangle-|\Psi(x)\rangle \|^{2} & =\sum_{x} \sum_{j \in\{0,1\}^{q}} 2\left|f_{x}\left(1^{t} \cdot 0 \cdot j\right)-f_{x}\left(1^{t} \cdot 1 \cdot j\right)\right|^{2} \\
& =2 \sum_{j \in\{0,1\}^{q}} \sum_{x}\left|f_{x}\left(1^{t} \cdot 0 \cdot j\right)-f_{x}\left(1^{t} \cdot 1 \cdot j\right)\right|^{2} \\
& =2 \sum_{j \in\{0,1\}^{q}} 2=2^{q+2}=2^{n-t+1} \quad \text { (Using lemma 4.4.2) }
\end{aligned}
$$

Therefore, $\sum_{x} \Delta_{T}^{2}=2 \cdot 2^{n} / 2^{t}$ and since the distribution of $\{|\Psi(x)\rangle\}$ is uniform, this proves the lemma.

Now we are ready to prove lemma 4.4.3.
Proof of Lemma 4.4.3 Using the Markov inequality we get,

$$
\operatorname{Pr}_{x}\left[\Delta_{\mathcal{T}}^{2}<\epsilon^{2}\right] \geq 1-\frac{E_{x}\left(\Delta_{\mathcal{T}}^{2}\right)}{\epsilon^{2}}
$$

The result follows after we replace the expected error from lemma 4.4.5,

$$
\operatorname{Pr}_{x}\left[\Delta_{\mathcal{T}}<\epsilon\right]=\operatorname{Pr}_{x}\left[\Delta_{\mathcal{T}}^{2}<\epsilon^{2}\right]>1-\frac{2}{2^{t} \epsilon^{2}}
$$

### 4.4.3 Approximating a circuit

Lemma 4.4.3 gives us a bound on the probability of error when one Toffoli gate is removed from the circuit. We can do a similar estimation when several gates are removed.

The crucial fact to note here is that the states after each gate $|\Psi(x)\rangle$ have a one-to-one correspondence with the initial states $|x\rangle$ i.e. the $\{|x\rangle\}$ and $\{|\Psi(x)\rangle\}$ after each gate are identically distributed. The rest is a simple application of the union bound and using the fact that errors from quantum operations are additive.

Lemma 4.4.6 Consider a circuit with $C=C_{k} \mathcal{I}_{k} \cdots C_{1} \mathcal{I}_{1} C_{0}$ with $k$ Toffoli gates $\left\{\mathcal{T}_{1}, \ldots\right\}$ that are removed; $C_{i}$-s denote the intermediate gates that are not removed. Let $t_{i}$ denote the number of control qubits $\mathcal{T}_{i}$ has. Then the total average error when all the $k$ Toffoli gates are removed is upper bounded by the the sum of the average error for each gate, i.e.

$$
\operatorname{Pr}_{x}\left[\| C_{k} \mathcal{T}_{k} C_{k-1} \cdots C_{1} \mathcal{T}_{1} C_{0}|\Psi(x)\rangle-C_{k} \cdots C_{0}|\Psi(x)\rangle \|<\epsilon\right]>1-\frac{2 \cdot k^{2}}{\epsilon^{2}}\left(1 / 2^{t_{1}}+\ldots+1 / 2^{t_{k}}\right)
$$

Proof. We will give a sketch of the proof for two consecutive gates. The general case where $k$ Toffoli gates are removed and there are other intermediate gates is similar.

Say we have two Toffoli gates $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ with $t_{1}$ and $t_{2}$ control qubits respectively applied in succession to the state $|\Psi(x)\rangle$. From lemma 4.4.3 we know,

$$
\begin{gathered}
\operatorname{Pr}_{x}\left[\| \mathcal{T}_{1}|x\rangle-|x\rangle \| \geq \epsilon\right]<\frac{2}{2^{t_{1}} \epsilon^{2}} \\
\operatorname{Pr}_{x}\left[\| \mathcal{T}_{2} \mathcal{T}_{1}|x\rangle-\mathcal{T}_{1}|x\rangle \| \geq \epsilon\right]<\frac{2}{2^{t_{2}} \epsilon^{2}}
\end{gathered}
$$

Due to additive nature of errors from quantum gates, $\| \mathcal{T}_{2} \mathcal{I}_{1}|x\rangle-|x\rangle\|\leq\| \mathcal{T}_{2}|\Psi(x)\rangle-$ $|\Psi(x)\rangle\|+\| \mathcal{I}_{1}|\Psi(x)\rangle-|x\rangle \|$. By union bound,

$$
\begin{array}{r}
\operatorname{Pr}_{x}\left[\| \mathcal{T}_{1}|\Psi(x)\rangle-|\Psi(x)\rangle \| \geq \epsilon \text { or } \| \mathcal{T}_{2} \mathcal{T}_{1}|\Psi(x)\rangle-\mathcal{T}_{1}|\Psi(x)\rangle \| \geq \epsilon\right]<\frac{2}{\epsilon^{2}}\left(1 / 2^{t_{1}}+1 / 2^{t_{2}}\right) \\
\left.\underset{x}{\operatorname{Pr}\left[\| \mathcal{T}_{1}|\Psi(x)\rangle-|\Psi(x)\rangle \|<\epsilon\right.} \text { and } \| \mathcal{T}_{2} \mathcal{T}_{1}|\Psi(x)\rangle-\mathcal{T}_{1}|\Psi(x)\rangle \|<\epsilon\right]>1-\frac{2}{\epsilon^{2}}\left(1 / 2^{t_{1}}+1 / 2^{t_{2}}\right) \\
\operatorname{Pr}_{x}\left[\| \mathcal{T}_{2} \mathcal{T}_{1}|\Psi(x)\rangle-|\Psi(x)\rangle \|<2 \epsilon\right]>1-\frac{2}{\epsilon^{2}}\left(1 / 2^{t_{1}}+1 / 2^{t_{2}}\right)
\end{array}
$$

Replacing $2 \epsilon$ by $\epsilon$ proves the two gate case.

To approximate a circuit of depth $d$ and on $n$ inputs without any ancillæ, we start from the input level of the circuit, remove large gates, move to the next higher level and then repeat the same. At each level we remove Toffoli gates with $t$ or more control qubits;
$t=t(n, d)$ can be a fixed parameter per circuit family to control the error. This gives us our main theorem characterising such circuits.

Theorem 4.4.7 Let $C$ be a quantum circuit with $n$ qubits, no ancillæ depth $d$, and using unbounded fanin Toffoli gates and bounded fanin gates. For any $t<n$, let $S_{t}$ be the number of gates with fanin at least $t+1$. Then, there exists another quantum circuit $C^{\prime}$ on $n$ qubits, no ancillx, with depth at most $d$ and using the same set of gates such that $C^{\prime}$ only uses gates with fanin at most $t$ and

$$
\operatorname{Pr}_{x \in\{0,1\}^{n}}\left[\| C|x\rangle-C^{\prime}|x\rangle \|<\epsilon\right]>1-\frac{2 S_{t}^{3}}{\epsilon^{2} 2^{t}}
$$

Approximating a layer We can get a slightly better error bound by observing that in any given layer, the gates, especially the Toffoli gates that are removed, operate on disjoint sets of qubits. That is, if all the $k$ gates removed in lemma 4.4.6 are of the same layer then the error is less than just the sum of the errors. We are presenting this after the main theorem since it is easier to understand how to approximate a layer once the general idea is clear.

Consider a layer of gates in a circuit $C$ : let $\mathcal{T}_{1}, \ldots, \mathcal{T}_{k}$ denote $k$ Toffoli gates in $L$ that will be removed and let $t_{i}$ denote the number of control qubits of $\mathcal{T}_{i}$. Let $\mathcal{T}_{0}$ denote the combined unitary gate for the rest of the qubits. To keep the notation simple, we will let $\mathcal{T}_{0}$ operate also on untouched qubits in this layer so that $T_{0}$ can be applied to $t_{0}=n-\sum_{i} t_{i}$ qubits. Let $L$ denote the unitary operator for this layer: $L=\mathcal{T}_{k} \otimes \ldots \mathcal{T}_{1} \otimes \mathcal{T}_{0}$.

As before, denote the error in approximating the layer as $\Delta_{L}=\| L|\Psi(x)\rangle-|\Psi(x)\rangle \|$. The expected error for this layer $L$ is defined similarly as before: $E_{x}\left(\Delta_{L}^{2}\right)=\sum_{x}\left(\frac{1}{2^{n}}\right) \Delta_{L}^{2}$.

Lemma 4.4.8 The expected error for a layer with $k$ Toffoli gates, where the $i$ th gate has $t_{i}$ control qubits, is

$$
E_{x}\left(\Delta_{L}^{2}\right)=2\left(1-\prod_{i=1}^{k}\left(1-\frac{1}{2^{t_{i}}}\right)\right)
$$

Proof. We will follow the lines of lemma 4.4.5. To keep the notation simple, let $T_{1}$ act on qubits $1, \ldots,\left(t_{1}+1\right), T_{2}$ act on qubits $\left(t_{1}+2\right), \ldots$ and so on; $T_{0}$ acts on the last $q$ qubits.

Then, we can write

$$
|\Psi(x)\rangle=\sum_{i_{0}, i_{1} \ldots \ldots} f_{x}\left(i_{1} \cdot i_{2} \ldots i_{0}\right)\left|i_{1} \otimes i_{2} \otimes \ldots i_{k} \otimes i_{0}\right\rangle
$$

where $i_{0} \in\{0,1\}^{q}$ and $i_{j} \in\{0,1\}^{t_{j}}$ for $j=1 \ldots k$ represent the basis states of the set of qubits each Toffoli gate acts on.

When any of the Toffoli gates of $L$ is applied on one of the basis states, the amplitude of the state changes if and only if the all its control qubits are in the state $|1\rangle$. In fact, as shown earlier, the amplitudes of such states with target qubit in the states $|0\rangle$ and $|1\rangle$ are swapped i.e. the amplitudes undergo a permutation. So we can write the state after $L$ is applied as

$$
L|\Psi(x)\rangle=\sum_{i_{0}, i_{1}, \ldots} f_{x}\left(i_{1}^{\prime} \cdot i_{2}^{\prime} \ldots i_{0}^{\prime}\right)\left|i_{1} \otimes i_{2} \otimes \ldots i_{k} \otimes i_{0}\right\rangle
$$

where, for $j=1 \ldots k, i_{j}^{\prime} \neq i_{j}$ if and only if $i_{j}$ is one of the two values $11 \ldots 10$ and $11 \ldots 11$ (in which case $i_{j}^{\prime}$ is the same as $i_{j}$ with the last bit flipped).

The number of possible states $\left|i_{1} \cdot i_{2} \ldots i_{0}\right\rangle$ whose amplitude is thus permuted is

$$
\begin{equation*}
2^{t_{0}} \prod_{j=1}^{k} 2^{t_{j}+1}-2^{t_{0}} \prod_{j=1}^{k}\left(2^{t_{j}+1}-2\right) \tag{4.1}
\end{equation*}
$$

Doing a similar analysis as in lemma 4.4.5,

$$
\begin{aligned}
& \sum_{x} \| L|\Psi(x)\rangle-|\Psi(x)\rangle \|= \\
& 2 \sum_{i_{0}, i_{i}, \ldots} \sum_{x}|f_{x}(\underbrace{\tilde{i_{1}} \cdot 0}_{i_{1}} \cdot \underbrace{\tilde{2_{2}} \cdot 0}_{i_{2}} \ldots \underbrace{\tilde{\tilde{k}_{k}} \cdot 0}_{i_{k}} \ldots \cdot i_{0})-f_{x}(\underbrace{\tilde{i_{1}} 1}_{i_{1}} \cdot \underbrace{\tilde{i_{2}} \cdot 1}_{i_{2}} \ldots \underbrace{\tilde{i_{k}} \cdot 1}_{i_{k}} \cdot i_{0})|^{2}
\end{aligned}
$$

for each choice of $i_{1}, i_{2}, \ldots$ such that at least some $i_{j}$ has $\tilde{i}_{j}=11 \ldots 1$. From lemma 4.4.2, each term in the above sum is 2 and the number of possible values of $i_{0}, i_{1}, \ldots$ is given by equation 4.1. Since the distribution of the input $|x\rangle$ (and hence $|\Psi(x)\rangle$ ) is uniform, we get
the required expression for the expected error.

$$
\begin{aligned}
E_{x}\left(\Delta_{L}^{2}\right) & =\frac{1}{2^{n}} 2\left[2^{t_{0}} \prod_{j=1}^{k} 2^{t_{j}+1}-2^{t_{0}} \prod_{j=1}^{k}\left(2^{t_{j}+1}-2\right)\right] \\
& =\frac{2}{\prod_{j=1}^{k} 2^{t_{j}+1}}\left[\prod_{j=1}^{k} 2^{t_{j}+1}-\prod_{j=1}^{k}\left(2^{t_{j}+1}-2\right)\right] \\
& =\frac{2}{\prod_{j=1}^{k} 2^{t_{j}}}\left[\prod_{j=1}^{k} 2^{t_{j}}-\prod_{j=1}^{k}\left(2^{t_{j}}-1\right)\right] \\
& =2\left(1-\prod_{i=1}^{k}\left(1-\frac{1}{2^{t_{i}}}\right)\right)
\end{aligned}
$$

We can now approximate a circuit layer by layer, giving us a modified version of Theorem 4.4.7. Assume we remove all Toffoli gates with $t$ or more control qubits. Let $E(i)=2-2\left(1-\frac{1}{2^{t}}\right)^{i}$ denote an upper bound for the expected error for any layer where $i$ Toffoli gates are removed.

Corollary 4.4.9 Let $C$ be a quantum circuit with $n$ qubits, no ancillx and has depth $d$ and uses unbounded fanin Toffoli gates and bounded fanin gates. For any $t<n$, let $d_{i}$ be the number of Toffoli gates with fanin at least $t+1$ in layer $i$ (count the output layer as layer 1). Then, there exists another quantum circuit $C^{\prime}$ on n qubits, no ancillx, with depth at most $d$ and using the same set of gates such that $C^{\prime}$ only uses gates with fanin at most $t$ and

$$
\operatorname{Pr}_{x}\left[\| C|x\rangle-C^{\prime}|x\rangle \|<\epsilon\right]>1-\frac{d^{2}}{\epsilon^{2}} \sum_{i=1}^{d} E\left(d_{i}\right)
$$

### 4.5 Application: Lower bound for parity

We will use the technique above to give another proof that constant depth quantum circuits without ancillæ cannot compute parity using only unbounded fanin Toffoli gates and single qubit gates. As mentioned earlier, this was first proved in [FFG $\left.{ }^{+} 06\right]$, where they were also able to allow sublinear number of ancillæ.

We first need a technical lemma which shows that if two families of quantum states are close in terms of Euclidean distance, then the distribution of their measurement outcomes are also close. A general proof of this requires the concept of distance measures for quantum states (e.g. trace distance), which are beyond the scope of this thesis ${ }^{1}$; here we state and prove a simpler version of the lemma that is immediately useful to us.

Lemma 4.5.1 Consider two pure states over $n$ qubits, $|\Psi\rangle=|0\rangle \otimes\left|\Psi_{0}\right\rangle$ and $|\Phi\rangle=|0\rangle \otimes\left|\Phi_{0}\right\rangle+$ $|1\rangle \otimes\left|\Phi_{1}\right\rangle\left(\left|\Phi_{0}\right\rangle\right.$ and $\left|\Phi_{1}\right\rangle$ may be unnormalised) where the latter is a close approximation of the former in the sense that $\||\Psi\rangle-|\Phi\rangle \|<\epsilon$ for some small $\epsilon$.

Let $p_{0}$ and $q_{0}$ denote the probability of measuring 0 in the first qubit of $|\Psi\rangle$ and $|\Phi\rangle$ respectively (use any set of measurement operators that distinguish between a 0 and 1 in the first qubit). Then, $\left|p_{0}-q_{0}\right| \leq \epsilon^{2}$.

Proof. $p_{0}$ is obviously 1 and since $q_{0}=\|\left|\Phi_{0}\right\rangle \|^{2}$, so we will only have to prove that $\|\left|\Phi_{0}\right\rangle \|^{2}>1-\epsilon^{2}$.

$$
\begin{aligned}
\epsilon^{2} & >\||\Psi\rangle-|\Phi\rangle \|^{2} \\
& =\||0\rangle \otimes\left(\left|\Psi_{0}\right\rangle-\left|\Phi_{0}\right\rangle\right)+|1\rangle \otimes\left|\Phi_{1}\right\rangle \|^{2} \\
& =\|\left|\Psi_{0}\right\rangle-\left|\Phi_{0}\right\rangle\left\|^{2}+\right\|\left|\Phi_{1}\right\rangle \|^{2} \\
& =\|\left|\Psi_{0}\right\rangle\left\|^{2}+\right\|\left|\Phi_{0}\right\rangle\left\|^{2}+\right\|\left|\Phi_{1}\right\rangle \|^{2}-\left\langle\Psi_{0} \mid \Phi_{0}\right\rangle-\left\langle\Phi_{0} \mid \Psi_{0}\right\rangle \\
& =2-2 \operatorname{Re}\left(\left\langle\Psi_{0} \mid \Phi_{0}\right\rangle\right) \\
& \geq 2-2\left|\left\langle\Psi_{0} \mid \Phi_{0}\right\rangle\right| \\
& \left.\geq 2-2 \|| | \Psi_{0}\right\rangle\|\cdot\|\left|\Phi_{0}\right\rangle \| \text { (by Cauchy-Schwarz inequality) } \\
& =2-2 \|\left|\Phi_{0}\right\rangle \| \\
\|\left|\Phi_{0}\right\rangle \|^{2} & >\left(1-\epsilon^{2} / 2\right)^{2}>1-\epsilon^{2}
\end{aligned}
$$

[^9]The following theorem shows that no constant depth quantum circuit (of the kind we consider here) can compute parity. In fact, we prove that parity cannot be computed even when the depth is arbitrarily close to, but strictly less than, $\log n$. This is close to the upper bound since parity can be trivially computed (uncleanly) in depth at most $\log n$.

Theorem 4.5.2 No quantum circuit of depth d can compute parity exactly using only single qubit gates and Toffoli gates any without any ancille when $d=O(\log n)^{1-c}$ for any $c>0$.

Proof. Assume on the contrary, that there is a circuit $C$ which can compute parity and is of the type mentioned in the theorem; let $d$ denote its depth and $n$ its number of inputs. We will use Theorem 4.4.7 on $C$ to obtain an approximate circuit $C^{\prime}$ and then argue that such a $C$ cannot exist. We will use $\oplus(x)$ to denote the parity of $n$-bit $x$ and $\delta$ to denote the term $\frac{2 S_{t}^{3}}{\epsilon^{2} 2^{t}}$ appearing in the theorem.

Note that $C$ is a circuit with an exact output i.e. measuring the output qubit of $C|x\rangle$ gives $\oplus(x)$ for all $x$. Now, using the above mentioned theorem, we can obtain an approximate circuit $C^{\prime}$ such that the for at least $(1-\delta)$ fractions of all $2^{n}$ possible inputs $x$, $\| C|x\rangle-C^{\prime}|x\rangle \|<\epsilon$. For all such $x$, lemma 4.5.1 tells us that the measurement outcome of $C^{\prime}|x\rangle$ will be $\oplus(x)$ with probability at least $\left(1-\epsilon^{2}\right)$. After $C^{\prime}$ is applied on any input, and the output state measured in the standard basis, the output qubit will contain the correct value with probability at least $\left(1-\epsilon^{2}\right)(1-\delta)$.

All gates in $C^{\prime}$ will have fanin at most $t$; so if $t^{d-1}<n$, then no qubit at the final layer, especially the measurement qubit, can be connected to all $n$ input qubits. We will choose a suitable $t<n^{1 /(d-1)}$ and an $\epsilon$ such that $\left(1-\epsilon^{2}\right)(1-\delta)>1 / 2$. It is well known that, information theoretically it is not possible to predict the parity of $n$ bits with probability more than $1 / 2$ even if only 1 bit is ignored. Since the output qubit in the modified circuit will not be connected to at least one qubit, this will imply that no such $C$ can exist and the theorem will be proved.

To finish the proof we only have to find suitable values of $t$ and $\epsilon$ and estimate $S_{t}$. There are at most $n / t$ large Toffoli gates in each layer. Thus at most $S_{t}=n d / t$ Toffoli gates are removed in $C^{\prime}$. Though using this value of $S$ gives us our desired result, we will do a more careful counting in the interest of rigour.

Define a gate to be large if it has fanin more than $t$. We will modify $C$ to create $C^{\prime}$ by removing gates starting from the output layer to the input layer. Start from the output layer; if the output qubit is connected to a large Toffoli gate, remove this gate. Now consider the next layer in this modified circuit; at most $t$ qubits in the layer could be connected to the output qubit. Consider the gates acting on these qubits and if any of them are large, remove them. Continuing like this, we will remove at most $1+t+$ $t^{2}+\ldots+t^{d-1}=\frac{t^{d}-1}{t-1}<\frac{2 n}{t}$ large Toffoli gates and obtain circuit $C^{\prime}$. Choose $S_{t}=2 n / t$. However, the modified circuit might still have large Toffoli gates; but since none of them is on the path to the output qubit, in the next step also remove those gates and obtain another circuit $C^{\prime \prime}$ all of whose gates are of fanin at most $t$. Using the above arguments, measuring the output qubit will give the same value as that of $C$ with probability at least $(1-\epsilon)(1-\delta)$. On the other hand, using a communication argument as in Theorem 4.3.1, the measurement output of $C^{\prime}$ is exactly the same as that of $C^{\prime \prime}$. So, we obtain a modified circuit $C^{\prime \prime}$ which does not use any large gate and whose output matches that of $C$ with probability at least $(1-\epsilon)\left(1-\frac{2.8 n^{3}}{\epsilon^{2} 2^{t} t^{3}}\right)$.

For constant depth circuits, $d$ would be a constant. Choosing $t=3 \lg n<n^{1 /(d-1)}$ and $\epsilon=1 / 4$, we have,

$$
\left(1-\epsilon^{2}\right)(1-\delta)=\frac{15}{16}\left(1-\frac{29}{\lg ^{3} n}\right)>1 / 2
$$

for large enough $n$.
To allow for larger depth, consider any $d<(\log n)^{1-c}$ for any constant $c>0$. Let $n=2^{m}$. Then, $d<m^{1-c}=m / m^{c}$ and $n^{1 / d}>2^{m^{c}}$. Choose $t=n^{1 / 2 d}>2^{\frac{m^{c}}{2}}$ (note that $\left.t<n^{1 /(d-1)}\right)$. Since $\log n=m \in \mathrm{o}\left((\sqrt{2})^{m^{c}}\right)$, we get $n^{3} \in \mathrm{o}\left(2^{t}\right)$. Therefore, $\frac{n^{3}}{t^{3} 2^{t}} \in \mathrm{o}(1)$. We can choose any small $\epsilon$ e.g. $1 / 4$ and that will give us $(1-\epsilon)(1-\delta)>3 / 4(1-o(1))>1 / 2$.

Different lower bounds for parity exploit a different property of this function. Accordingly, a particular technique works also for other functions with similar properties. Apart from the parity function, our technique may be useful against any function $f$ with the following property:
$f$ cannot be approximated for a reasonably large fraction of its inputs by any function $g$ that does not depend on at least one of its input bits.

The only other known quantum circuit lower bound technique, by Fang et al, relates the minimum depth required to the minimum sensitivity of a Boolean function, denoted by $s_{\min }(f) . s_{\min }(f)=m$ if for all inputs to $f$, there are at least $m$ bit positions flipping whom will flip the output of $f^{2}$. They show that any clean quantum circuit whose output is exactly $f(x)$ must have depth at least $1.44 \log \left(s_{\min }(f)\right)-1$.

### 4.6 Summary

In this chapter we looked at quantum circuits without ancillæ made of any set of bounded fanin gates and unbounded fanin Toffoli gates. It has been shown earlier that this set of gates is powerful enough to compute a large class of functions. If we leave out the unbounded fanin gates, the circuits we can construct are provably not as versatile; they cannot compute any non-trivial function that depends on all input bits. The Toffoli gate being essentially a classical gate, we wanted to investigate how much power does it add to constant fanin quantum circuits. We showed that we can remove Toffoli gates of up to a certain fanin while still giving approximately the correct output.

The obvious open question is how to use this technique for circuits with ancillæ. Fang et al. $\left[\mathrm{FFG}^{+} 06\right]$ showed how to get a similar lower bound for quantum circuits with a sublinear number of ancillæ. However we believe that the lower bound is true for

[^10]unbounded number of ancillæ. While it is tempting to use the technique discussed here for circuits with ancillæ, it is not immediately clear what constitutes a large gate. This is because, with ancillæ, the states of the qubits can be copied and lemma 4.4.5 does not hold any more.

For classical circuits, the question whether constant depth unbounded fanin AND, OR, NOT circuits can compute parity was open for a long time before it was proved to be impossible using several different but sophisticated methods. However, if we restrict the classical circuits to not use any fanout, simple versions of these techniques can prove the lower bound. Both our technique and the earlier technique for dealing with constant depth quantum circuits without ancillæ (without any ancillæ, there cannot be any fanout) are based on ideas similar to the classical circuit techniques but are quite complicated otherwise. Extending them to the general case seems difficult but we are still hopeful. We would like to end this chapter with a conjecture that is the quantum analogue of the classical parity problem.

Conjecture 4.6.1 No quantum circuit on $n$ inputs and of depth $o(\log n)$ can compute parity using bounded fanin gates and unbounded fanin Toffoli gates.

## 5

## Detecting Input Sensitivity of Gates

"Good afternoon, gentlemen. I am a Hal 9000 computer. ...I am completely operational, and all my circuits are functioning perfectly."<br>- Broken H.A.L. 9000 in "2001: A Space Odyssey"

Faults appear everywhere, disregarding our approval. It is no surprise that the wires, gates, chips that make up a hardware circuit are subject to high degree of a faults, given their small size and complex manufacturing process. One usual way of diagnosing faulty components is to summon them to a lie-detector test. Surprisingly (and thankfully), hardware components are not smart enough to cheat, so the odd player can be easily detected and benched; well ... most of them.

In the last two chapters we have almost pitched two complex quantum gates against each other; the Toffoli gate (computing the AND function) and the fanout gate (equivalently, the parity gate computing the Parity function), with some evidence that the latter is more complicated than the former. It is usually easier to find any outlier if the rules of a game are strict. Does that mean in our case, and very very informally, that it is easier to detect faults in gates that compute harder functions? The original motivation behind this chapter, based on the following report, was to compare the hardness of verifying particular kind of faulty classical and quantum Boolean gates computing the AND and the Parity function and whether quantum parallelism can buy us any improvement.
-[BH09] D. Bera, S. Homer. On Finding Sensitivity of Quantum and Classical Gates.

Boston University, Computer Science technical report 2009-019 (2009).

### 5.1 Introduction

Like all hardware, quantum gates and circuits are prone to faults. In fact, implementations of quantum gates are extremely sensitive to various physical factors and often have errors and faults of various kinds. There has been extensive research on fault-tolerant quantum computing and detecting/correcting errors in a quantum computation [Sho96]. Our motivation is in a similar spirit but in a tangential direction. We are interested in exploiting quantum parallelism to identify certain types of errors in specific gates and circuits more efficiently than is possible using classical techniques. Our focus is not on arbitrary errors or arbitrary gates, but rather on a certain type of error for several specific, simple quantum operations. However, the problem we tackle has a close resemblance to the fault models used for the fault testing of classical Boolean circuits. We elaborate on this in section 5.3.

We will consider $n$-bit Boolean gates with one output. Usually $G$ depends on all $n$ of its inputs. However for this chapter consider gates which may be independent of some of these inputs, for example, if the connection from some input to the gates output is broken. We would like to determine which inputs it depends on or at least if there is some faulty input which it does not depend on at all. Here $G$ could be a simple Boolean gate like AND or OR, or some complicated Boolean circuit with one output; we are merely interested in the input-output behaviour of the gate.

Assume we are given a few samples of a gate which we want to test ${ }^{1}$. How easy or hard it is to find out whether $G$ is faulty or not (and if possible, which inputs are not connected)? We want to investigate this question by considering classical and quantum algorithms which are allowed to query copies of the faulty gates. We measure the number

[^11]of queries to the faulty gates needed to determine the faulty input(s). Notice that this problem is similar to algebraic query complexity, where, instead of using a bit of the input, the nodes of a decision tree are labelled by the output of an algebraic function of the input. Using similar ideas we extend existing quantum query results to obtain upper and lower bounds for detecting faults in AND and other similar gates.

We claim that quantum algorithms can diagnose faulty gates and determine their faulty inputs more efficiently than classical ones. We will illustrate this for several common and central types of gates, the Parity gate and the AND gate among them. For the quantum case, we will construct quantum circuits which will be given the usual quantum analogue of these gates. The output of the checking circuits will indicate one or all the faults of the gate in question. Since a classical circuit usually has a single output whereas a quantum circuit has multiple outputs, for the classical case we show the lower bound for a simpler version of the problem: Detecting whether there is any faulty input.

### 5.2 Problem statement

We first define what we mean by a faulty classical gate in this chapter. The faulty quantum gates used in this chapter will be their reversible extensions ${ }^{2}$.

Definition 5.2.1 (Faulty gate) Consider a gate $G$ computing a Boolean function $f:\{0,1\}^{n} \rightarrow$ $\{0,1\}$. We say that the gate has at least $s$ faults if there exists a set of "faulty" inputs $\mathcal{S} \subseteq\{1, \ldots, n\}$ of size s such that
$\forall\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}, \forall\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right) \in\{0,1\}^{n}, f\left(x_{1}, \ldots, x_{n}\right)=f\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$ whenever $\forall i \notin \mathcal{S}, x_{i}=x_{i}^{\prime}$ (the value of $f$ depends only on the non-faulty inputs irrespective of the inputs from $\mathcal{S}$ ).

We need to be careful in dealing with such faulty gates since the functions computed by the faulty gate and the correct gate might be of a completely different nature. Certain

[^12]functions do not have a natural restriction when defined only on a subset of its inputs; e.g., the function $f\left(x_{1}, x_{2}, x_{3}\right)=x_{1} \oplus x_{2} x_{3}$ has no obvious unique restriction to only the first and the second inputs. On the other hand, for the function $f\left(x_{1}, x_{2}, x_{3}\right)=x_{1} \vee x_{2} \vee x_{3}$, a natural way to define its faulty version could be $f\left(x_{1}, x_{2}, x_{3}\right)=x_{1} \vee x_{2}$ (assuming the third input is faulty). In reality the faulty function in both the cases could be defined in a non-trivial way (e.g. depending on the actual hardware implementation). A Boolean function is called as a symmetric function if the output depends only on the number of ones in the input (not the specific positions of the ones). One way to define faulty versions of a gate computing a symmetric function could be to assume that if some input wires are not connected, then the gate computes the natural restriction of the function on the rest of its inputs.

For a given gate, consider the largest possible set of faulty inputs; in the rest of this chapter, we will denote the maximal set by $\mathcal{S}$ and its size by $s$. Note that, by our definition, any subset of $\mathcal{S}$ is a valid set of faulty inputs to the gate. We will use $e$ to denote an elementary vector. Let $e_{i}$ denote the $i$-th elementary $n$-bit string (only the $i$-th bit is set to 1 , other $n-1$ bits are set to 0 ) and $f_{i}=\overline{e_{i}}$ (bit-wise complement). To allow our quantum circuits to directly output the faulty inputs in an easy manner, we will interchangeably use another representation of $S$ using elementary vectors: $\left\{e_{i} \mid i \in \mathcal{S}\right\}$ (when represented using elementary vectors, $e_{i} \in \mathcal{S}$ should be interpreted to mean that the $i$-th input is faulty). We will use $\sigma \in\{0,1\}^{n}$ to denote the characteristic vector of $\mathcal{S}$ : $\sigma_{i}=1$ if and only if $e_{i} \in \mathcal{S}$. We will use the following notation in this chapter: $\exists l x$ indicates $l$ distinct values of $x$.

Our goal is to construct oracle circuits using these faulty gates to detect faults. The cost of the detection is measured by the number of faulty gates queried. The detecting circuits can output different kind of information:

1. A single bit Boolean output denoting if there is any fault or not (whether $\mathcal{S} \stackrel{?}{=} \varnothing$ ).
2. An $n$-bit output representing any of the faulty inputs (output any elementary vector

$$
e \in \mathcal{S})
$$

3. The output which indicates the maximal set of faulty inputs (that is, the $n$-bit binary string $\sigma$ ).

Note that, 1 can be reduced to 2 and 2 can be reduced to 3 . Since classical gates have only one output, a classical circuit with $n$-bit output will inevitably require $n$ gates. Thus, we show lower bounds for classical circuits of type 1 . The quantum circuits we construct are of type 2 or 3 .

The output can be deterministic or probabilistic; we cover both cases here. The two functions we will extensively deal with in this chapter are the parity function $\oplus\left(x_{1}, \ldots, x_{n}\right)=x_{1} \oplus \ldots \oplus x_{n}$, for which we consider deterministic detecting circuits and the AND function $\operatorname{AND}\left(x_{1}, \ldots, x_{n}\right)=x_{1} \wedge \ldots \wedge x_{n}$, for which we consider probabilistic detecting circuits.

### 5.2.1 Relation to sensitivity

Our definition of faulty inputs has a close similarity to the sensitivity of Boolean functions [Nis89, BW02]. Let $x$ denote an $n$-bit Boolean string and $x^{i}$ is obtained from $x$ by flipping $x_{i}$.

Definition 5.2.2 (Sensitivity) An $n$-bit Boolean function $f$ is sensitive to the $i$-th input bit on input $x$ if $f(x) \neq f\left(x^{i}\right)$. The sensitivity of $f$ on $x, s_{x}(f)$, is the number of bits to which $f$ is sensitive on $x$.
$f$ is sensitive to $i$ if there is some $x$ such that $f$ is sensitive to $i$ on $x$. The sensitivity of $f$ is $s(f)=\max _{x} s_{x}(f)$.

The insensitivity of $f$, denoted by $\bar{s}(f)$, is the maximum number of $i$ such that $f$ is not sensitive to $i$.

So, $f$ is insensitive to the $i$-th input if $f$ is insensitive to $i$ on $x$ for all $x$. If there is a gate $G_{f}$ computing $f$ where then $f$ is insensitive to the $i$-th input, we say that the $i$-th
input to $G$ is faulty. From this perspective, in this chapter we are trying to determine the input insensitivity of $f$ using one or more copies of $G_{f}$. Note that for any $n$-bit function $f, s(f)=n-\bar{s}(f)$, so determining the insensitivity also determines the sensitivity of $f$.

Suppose we are allowed to query an $n$ bit Boolean gate $G_{f}$ to determine the input sensitivity of the Boolean function $f$. Obviously we need $\Omega(n)$ queries. The hardest case is when we have no à priori knowledge about $f$; it can be one of the $2^{2^{n}}$ possible functions. We can determine if $f$ depends on any particular bit by querying $f$ on all $2^{n}$ inputs; we believe that this is a tight upper bound.

However, we can do better if we know the possible ways $f$ might behave when it is not reading all its inputs. Suppose $f$ is insensitive to the input bits in the subset $s \subseteq\{1, \ldots, n\}$. For certain functions, we might have information how $f$ might behave given such an $s$ e.g. if $f$ is supposed to compute the AND function, then we might be told that $f$ actually computes the AND of the inputs in $\bar{s}$. In such cases, $f$ belongs to a set of $2^{n}$ possible functions, one for each possible $s$. We consider two such functions here, the AND and the Parity function and show that it is possible to determine the sensitivity using $O(n)$ queries. Furthermore, we show that for some functions we can use quantum techniques to determine the sensitivity more efficiently than is possible using classical algorithms.

### 5.2.2 Organisation

The rest of this chapter is organised in the following manner. In the following section, we present some related work. We discuss our results on Parity gates in Section 5.4 and our results on AND gates in Section 5.6. For both the gates we present a quantum algorithm to detect faults and prove that it is optimal. We also prove that the quantum algorithm is provably better than any classical algorithm for detecting faults.

The construction and lower bounds for the AND gate will use techniques from query complexity. The proofs for the quantum case require extending a few quantum query complexity results to work with generalised oracles, which we discuss first in section 5.5 and then describe the actual quantum upper bound in Subsection 5.6.1 and matching
lower bounds in Subsection 5.6.2.

### 5.3 Related work

Boolean circuit testing is a well-established discipline within semiconductor circuit design. Over time circuits have increased in complexity and decreased in size, and the testing regimes have gotten more difficult and expensive. As they become really small quantum effects start to appear and need to be addressed. Recently testing methods have been suggested which use quantum circuits designed to find and analyse faults in circuits which compute classical Boolean functions. Exploiting the advantages of quantum techniques, these quantum circuits can be tested more easily and efficiently than their classical counterparts [CTK08].

Real world hardware circuits can fail in a multitude of ways. To deal with the variety of faults, the circuit testing research community has created different logical fault models. One of the most widely used logical fault models to represent faulty interconnections is the stuck-at model. In this model, one or more wires is assumed to be stuck at a fixed logic value, either 0 or 1 (respectively known as stuck-at- 0 and stuck-at- 1 model) ${ }^{3}$. The function computed by the corresponding gate then does not depend on the input carried by the faulty wire. This model captures several physical defects, e.g. a short-circuit between the wire and the ground, a disconnected wire or some internal fault which always sets the wire to a constant value.

Our problem is similar to the stuck-at fault model; we are dealing with circuits in which some wire may not be connected to its gate. This is similar to the situation where the wire maybe assumed to be stuck at some fixed value. However, our approach differs from the standard technique of detecting such faults (see e.g. [PBL05]); instead of generating a test set of input vectors whose output is then matched with the expected outputs, we design a circuit/algorithm using one or more faulty gates and expect to obtain infor-

[^13]mation about the faulty inputs.
There is yet another difference with the classical case. An open wire in a classical reversible circuit can be modelled using multiple stuck-at faults. It has been shown that multiple stuck-at faults are functionally identical to single stuck-at faults for classical reversible circuits [PHM04]. Though the technique described in [CTK08] can detect stuckat faults in quantum Boolean circuits, it cannot detect open wires. This is one piece of evidence that classical fault models might not directly work for quantum circuits.

Arvind et al. looked at a similar problem in [ASV98] where they studied program checking (as defined by Blum) using $A C^{0}$ circuits as checkers. Like us, they allowed their checkers to make queries to the program and defined the cost of checking as the number of queries. Note that they considered programs and not fixed input gates and they studied deterministic and randomised checkers for $P$-complete and $N C^{1}$-complete problems.

### 5.4 Parity gate

For this section, we will consider faulty parity gates defined by the function
$\oplus_{\mathcal{S}}\left(x_{1}, \ldots, x_{n}\right)=\bigoplus_{i \notin \mathcal{S}} x_{i}$, where $\mathcal{S}$ is the set of faulty inputs. It will be useful to adopt a convention that $\oplus_{\{1,2 \ldots, n\}}\left(x_{1}, \ldots, x_{n}\right)=0$. The corresponding quantum gate $U$ is the canonical way to reversibly compute the parity function:

$$
U\left|x_{1}, \ldots, x_{n}, y\right\rangle=\left|x_{1}, \ldots, x_{n}, y \oplus\left(\underset{\mathcal{S}}{\oplus}\left(x_{1}, \ldots, x_{n}\right)\right)\right\rangle
$$

There is an obvious $O(n)$ algorithm to find all the faults of a parity gate: Query the gate on $e_{1}, \ldots, e_{n}$. The $i$ th input is faulty if the output for $e_{i}$ is 0 . In contrast, we will present a quantum circuit which will output the all the faults of such a quantum parity gate using only one query. We will also show that this is significantly better than what classical circuits can do; a classical circuit requires $\Omega(n)$ queries even to detect if there is a faulty input or not. We will also show that even a bounded error algorithm cannot do any better than the trivial algorithm presented above.

### 5.4.1 Quantum detection circuit

Quantum parity gates could be checked by a depth 3, linear size quantum circuit using only one parity gate.


Figure 5.1: Circuit to check a faulty parity gate. $a_{i}^{\prime}$ is 1 if $i \in \mathcal{S}, 0$ otherwise.

The circuit to check a parity gate is given in Figure 5.1. A parity gate with Hadamard gates on all inputs on both the sides was shown equivalent to a quantum fanout gate where the target qubit of the parity gate becomes the control qubit of the fanout gate [Moo99]. Hence, if input $a_{i}$ is not faulty, $\left|a_{i}^{\prime}\right\rangle=|0\rangle$. The qubits in the faulty input will be unaffected; for these qubits, $\left|a_{i}^{\prime}\right\rangle=|1\rangle$. Thus, the output of the circuit will be exactly $\sigma$, the characteristic vector of the fault set.

Theorem 5.4.1 For a (possibly) faulty quantum parity gate $\oplus$ on $n$ inputs, there is a quantum circuit on $n$ inputs, with linear size, having depth 3, and making one call to the faulty gate, whose output qubit $i$ measures 1 if the $i$-th input is faulty and 0 otherwise.

### 5.4.2 Classical deterministic lower bound

Here we show that even detecting if a given parity gate is faulty or not, requires $n$ queries classically. Consider the decision tree of a detecting circuit, $C$, which makes $k$ queries. We will construct two parity gates $G_{S}$ and $G_{T}$ with fault sets $S \neq \varnothing$ and $T=\varnothing$ respectively and show that for $C$ to distinguish between $G_{S}$ and $G_{T}, k \geq n$.

We will construct $S$ inductively based on the decision tree queries. Let $S_{j}$ be the fault
set we construct after the $j$-th query by the decision tree (so $S=S_{k}$ ). We start with $S_{0}=\{1, \ldots, n\}$ (all inputs are faulty). Now consider the $j+1$-th query. Say $C$ queries $G_{*}\left(x_{1}, \ldots, x_{n}\right)\left(_{*}\right.$ denotes either $T$ or $\left.S\right)$. Let $b=\oplus_{i} x_{i}$; note that, $G_{T}\left(x_{1}, \ldots, x_{n}\right)=b$ and $G_{S}\left(x_{1}, \ldots, x_{n}\right)=\bigoplus_{i \notin S} x_{i}$.

Case 1: $G_{S_{j}}\left(x_{1}, \ldots, x_{n}\right)=b$. Set $S_{j+1}=S_{j}$. So, both $G_{T}$ and $G_{S_{j+1}}$ are consistent after $1, \ldots, j+1$-th queries.

Case 2: $G_{S_{j}}\left(x_{1}, \ldots, x_{n}\right)=\bar{b}$. Then, $\exists c \in S_{j}, x_{c}=1$. Set $S_{j+1}=S_{j} \backslash\{c\}$. Again, both $G_{T}$ and $G_{S_{j+1}}$ are consistent after $1, \ldots, j+1$-th queries.

So, after $k$ queries, $\left|S_{k}\right| \geq n-k$. If $k<n$, then $C$ cannot distinguish between $G_{S}$ and $G_{T}$.

Theorem 5.4.2 Consider any classical Boolean circuit $C$ which can also make queries to a (possibly) faulty $\oplus$ gate on $n$-inputs. Then there are two such gates $\oplus_{1}$ and $\oplus_{2}$ which $C$ cannot distinguish without making $n$ queries.

### 5.4.3 Classical probabilistic lower bound

We showed how to construct a quantum checker that deterministically finds all faults of a parity gate using only 1 query. We claimed that this is order of magnitude better than what a classical checker can do and as evidence, argued that any deterministic classical checker using less than $n$ queries is incapable of finding all the faults of a parity gate. However it is conceivable that a probabilistic classical checker might be able to perform better than a classical checker. In this section, we negate this possibility; we show that any probabilistic checker requires $\Omega(n)$ queries even with two-sided error.

For the lower bound, we relate the fault detection of a parity gate to a property testing problem discussed by Buhrman et al. in [BFNR08].

Let $y \cdot i$ denote the inner product of two vectors $y, i \in \mathcal{F}_{2}^{n}$ and for any $A \subseteq\{0,1\}^{n}$, let $P_{A}=\left\{x: \exists y \in A, \forall i \in\{0,1\}^{n}, x_{i}=y \cdot i\right\}$ denote the set of strings which represent all possible oracle replies for any string in $A$. Then $P_{A}$ has an $\epsilon$-tester with $q$ queries if there
exists a query algorithm $M$ which on input a $2^{n}$-bit $x$, makes at most $q$ queries to obtain individual bits of $x$, such that

1. The tester accept any input with the property: If $x \in P_{A}$, then $\operatorname{Pr}(M$ accepts $) \geq 2 / 3$
2. The tester rejects all inputs that are far from the property:

$$
\forall z \in P_{A}, \text { if }\left|\left\{i: x_{i} \neq z_{i}\right\}\right| \geq \epsilon 2^{n}, \text { then } \operatorname{Pr}(M \text { rejects }) \leq 1 / 3
$$

Theorem 5.4.3 (Lemma 3,[BFNR08]) For most $A \subseteq\{0,1\}^{n}$, any $\epsilon$-tester (for $\epsilon \leq 1 / 2$ ) for $P_{A}$ requires $\Omega(n)$ queries.

Consider a set of faulty gates and let $A$ denote the set of their characteristic vectors. Note that, for any faulty parity gate with characteristic vector $\sigma \in \mathcal{F}_{2}^{n}$, the output of the gate on input $i \in \mathcal{F}_{2}^{n}$ is given by the inner product $\sigma \cdot i$; so, querying the gate $q$ times is equivalent to asking $q$ bits of $2^{n}$-bit $x$ where $x_{i}=\sigma \cdot i$. Also note that, for any $\sigma, \sigma^{\prime}$, there are exactly $2^{n} / 2$ different $i$ such that $\sigma \cdot i \neq \sigma_{i}^{\prime}$. Since any classical algorithm to detect all faults should be able to classify if a given faulty gate belongs to $A$ or not, we get the following lower bound as a corollary to the theorem above.

Corollary 5.4.4 Any bounded error classical algorithm for detecting all faults of a faulty parity gate requires $\Omega(n)$ queries.

### 5.5 Algebraic query complexity

The problem of detecting faulty inputs of gates by querying the gates can be approached from the algebraic query complexity perspective. Usually the nodes of a decision tree is labelled by $x_{i}$, the $i$-th bit of the input $x$. Generalising it, the detection algorithms can be modelled as decision trees whose nodes are labelled by $g(x, i)$ where $g$ is a fixed Boolean function that takes as input $x$, the input to the decision tree and $i$, a value depending on the node.

To relate detecting faulty inputs with algebraic decision trees, consider the problem of detecting faults in a parity gate $\oplus \mathcal{S}$. Any algorithm for such a problem can be viewed
as a decision tree whose input is $\sigma$, the characteristic vector for $\mathcal{S}$, and whose nodes are labelled by $g(\sigma, i)=\oplus_{k}\left(\sigma_{k} \cdot i_{k}\right)$. Similarly, the nodes in the decision tree for an AND gate $A N D_{\mathcal{S}}$ are labelled by $\Lambda_{k}\left(\overline{\sigma_{k}} \vee i_{k}\right)$.

Some of the quantum query complexity results can be shown to also work for quantum algebraic decision trees. For example, Grover's unordered search [Gro96] algorithm can be extended to include algebraic functions at the nodes.

### 5.5.1 Generalised unordered search

We need a technical result, showing that it is possible to create a unitary transformation which transforms a particular pure state into another pure state. We include the proof for completeness.

Lemma 5.5.1 Given any two pure states over $n$ qubits, $|x\rangle$ and $|y\rangle$ where $|x\rangle \neq|y\rangle$, there is a unitary transformation $U$ such that $U|x\rangle=|y\rangle$ and $U|y\rangle=|x\rangle$.

Proof. Let $\left|b_{1}\right\rangle=\frac{1}{\sqrt{2}}|x\rangle-\frac{1}{\sqrt{2}}|y\rangle$ and $\left|b_{2}\right\rangle=\frac{1}{\sqrt{2}}|x\rangle+\frac{1}{\sqrt{2}}|y\rangle$. Note that $\left|b_{1}\right\rangle$ and $\left|b_{2}\right\rangle$ are orthonormal vectors. Extend them to form a complete orthonormal basis for the $N=2^{n}$ dimensional Hilbert space $\left\{\left|b_{1}\right\rangle,\left|b_{2}\right\rangle, \ldots,\left|b_{N}\right\rangle\right\}$. Observe that, $|x\rangle=\frac{1}{\sqrt{2}}\left|b_{1}\right\rangle+\frac{1}{\sqrt{2}}\left|b_{2}\right\rangle$ and $|y\rangle=-\frac{1}{\sqrt{2}}\left|b_{1}\right\rangle+\frac{1}{\sqrt{2}}\left|b_{2}\right\rangle$.

Then $U$ can be defined as the reflection about the hyperplane orthogonal to $\left|b_{1}\right\rangle$ : $U=-\left|b_{1}\right\rangle\left\langle b_{1}\right|+\sum_{i=2}^{N}\left|b_{i}\right\rangle\left\langle b_{i}\right|$.

Now we show how to construct a circuit to perform unordered search with generalised oracle gates. The proof closely follows the steps of the original proof by Grover [Gro96].

Theorem 5.5.2 (Unordered search with generalized oracle) Let $g:\{0,1\}^{n} \times Y \rightarrow\{0,1\}$ be a Boolean function, where the second input to $g$ is from a subset $Y \subseteq\{0,1\}^{k}$ for some $k$. Let $x$ be an $n$-bit binary input, $x=x_{1}, \ldots, x_{n}$, and $O_{x}$ be an oracle gate to compute $g$, so $g$ : $O_{x}|i, b\rangle=|i, b \oplus g(x, i)\rangle$.

Then there is a quantum oracle circuit $C$, with $O(\sqrt{|Y|})$ oracle gates, such that the measurement of the output qubit of $C\left|0^{n}, w\right\rangle$ ( $w$ denotes the oracle workspace qubits) is any $\hat{i} \in Y$ such that $g(x, \hat{i})=1$ with constant probability.

## Given:

- A subset of $k$ bit binary strings $Y \subseteq\{0,1\}^{k}$
- $n$-bit binary input $x \in\{0,1\}^{n}$
- A function $g:\{0,1\}^{n} \times Y \rightarrow\{0,1\}$ and an oracle gate to compute $g: O_{x}|i, b\rangle=$ $|i, b \oplus g(x, i)\rangle$

Output: The result of the measurement is any $\hat{i} \in Y$ with probability $O(1)$ such that $g(x, \hat{i})=1$.

Proof. As usual, the oracle gate $O$ can be transformed, using one extra ancilla, to change the phase of the register instead of changing the state: $O_{x}|i\rangle=(-1)^{g(x, i)}|i\rangle$. The ancilla can be reused for all the oracle calls, so we will not explicitly mention it while describing the circuit.

Let $|\Psi\rangle=\sum_{y \in Y}|y\rangle$. We need a unitary operation $H^{\prime}$ to create a uniform superposition of all elements in $Y: H^{\prime}\left|0^{n}\right\rangle=|\Psi\rangle$ and $H^{\prime}|\Psi\rangle=\left|0^{n}\right\rangle$. We know there is gate which performs this operation from lemma 5.5.1. Note that, this gate does not query the oracle gate and so is not counted towards the cost of the circuit.

The circuit performs the following actions in order:

1. Start with $\left|0^{n}\right\rangle$.
2. Apply $H^{\prime}$ to get $|\Psi\rangle$.
3. Repeat the following in order $t$ number of times.

- Apply the oracle gate.
- Apply $H^{\prime}$.
- Perform $\Pi=2|0\rangle\langle 0|-I$ which negates the phase of every basis state except $|0\rangle$. This operation again does not incur any cost.
- Apply $H^{\prime}$.

Let $G=\left(H^{\prime}(2|0\rangle\langle 0|-I) H^{\prime}\right) O=(2|\Psi\rangle\langle\Psi|-I) O$. Let $Y^{\prime}=\{i \in Y \mid g(x, i)=1\}$ denote the solution space and $Y^{\prime \prime}=Y \backslash Y^{\prime}$. Let $|\alpha\rangle=\frac{1}{\sqrt{\left|Y^{\prime}\right|}} \sum_{i \in Y^{\prime}}|i\rangle$ and $|\beta\rangle=\frac{1}{\sqrt{\left|Y^{\prime \prime \prime}\right|}} \sum_{i \in Y^{\prime \prime}}|i\rangle$.

The rest of the proof follows as in the original proof [Gro96]. $|\Psi\rangle$ is in the space spanned by $|\alpha\rangle$ and $|\beta\rangle$. O performs a reflection about $|\beta\rangle$ and $(2|\Psi\rangle\langle\Psi|-I)$ performs a reflection about $|\Psi\rangle$, both in the same plane. Thus in effect, $G$ rotates any state in this space towards $|\alpha\rangle$. The final measurement gives us a uniformly chosen element of $Y^{\prime}$ with probability close to 1 after $O\left(\sqrt{\frac{|Y|}{\left|Y^{\prime}\right|}}\right)$ queries to the oracle gate.

There are several subtleties in using the unbounded search technique e.g. for a deterministic running time, the number of solutions should to be known beforehand. There are many variations of the original technique to deal with such issues. All these techniques also work with the generalised oracle.

### 5.5.2 Lower bound for generalised query complexity

Ambainis developed a lower bound technique for quantum decision trees known as the adversary method [Amb00]. Aaronson later developed a lower bound technique for randomised decision trees using similar ideas [Aar06]. Upon careful examination of the proof, we observe that the main theorems of both the techniques can be extended to work with generalised decision trees. We omit the proofs here which are simple modifications of the original proofs.

Theorem 5.5.3 [Amb00, Th. 2] Let $g:\{0,1\}^{n} \times Z \rightarrow\{0,1\}$ be a Boolean function, where $Z \subseteq\{0,1\}^{k}$ for some $k$. Let $O_{x}$ be an oracle gate to compute $g: O_{x}|i, b\rangle=|i, b \oplus g(x, i)\rangle$. Let $f\left(x_{1}, \ldots, x_{n}\right)$ be a function and $X, Y \subseteq\{0,1\}^{n}$ be two sets of inputs such that $f(x) \neq f(y)$ if $x \in X, y \in Y$. Let $R \subseteq X \times Y$ such that

1. $\forall x \in X, \exists^{m} y \in Y,(x, y) \in R$
2. $\forall y \in Y, \exists^{m^{\prime}} x \in X,(x, y) \in R$
3. $\forall x \in X, z \in Z$, there exists at most $l$ different $y \in Y$ such that $(x, y) \in R$ and $g(x, z) \neq$ $g(y, z)$
4. $\forall y \in Y, z \in Z$, there exists at most $l^{\prime}$ different $x \in X$ such that $(x, y) \in R$ and $g(x, z) \neq$ $g(y, z)$

Then, any oracle quantum circuit computing $f$ uses $\Omega\left(\sqrt{\frac{m m^{\prime}}{l^{\prime}}}\right)$ queries to $O_{x}$.
Theorem 5.5.4 [Aar06, Th. 5] For an $n$-bit Boolean function $F$, let $\mathcal{A}$ denote the set of inputs $\{x \mid F(x)=0\}$ and $\mathcal{B}$ denote the set of inputs which evaluate to 1 . Let $g:\{0,1\}^{n} \times 1, \ldots, n \rightarrow$ $\{0,1\}$ be a Boolean function used for the nodes in the decision tree. Let $R(A, B) \geq 0$ be a realvalued function, and for $A \in \mathcal{A}, B \in \mathcal{B}$ and $i$ (representing the queries that $F$ can make to the input) let,

$$
\begin{aligned}
\theta(A, i) & =\frac{\sum_{B^{*} \in \mathcal{B}: g(A, i) \neq g\left(B^{*}, i\right)} R\left(A, B^{*}\right)}{\sum_{B^{*} \in \mathcal{B}} R\left(A, B^{*}\right)} \\
\theta(B, i) & =\frac{\sum_{A^{*} \in \mathcal{A}: g\left(A^{*}, i\right) \neq g(B, i)} R\left(A^{*}, B\right)}{\sum_{A^{*} \in \mathcal{A}} R\left(A^{*}, B\right)}
\end{aligned}
$$

where the denominators are all non-zero. Then the number of randomised queries needed to evaluate $F$ with at least $9 / 10$ probability is $\Omega\left(1 / v_{\text {min }}\right)$, where

$$
v_{\text {min }}=\max _{\substack{A \in \mathcal{A}, B \in \mathcal{B}, i \\ R(A, B)>0, g(A, i) \neq g(B, i)}} \min \{\theta(A, i), \theta(B, i)\}
$$

### 5.6 AND gate

We next consider faulty gates computing the AND function $A N D_{\mathcal{S}}\left(x_{1}, \ldots, x_{n}\right)=\wedge_{i \notin \mathcal{S}} x_{i}$. As before, we adopt the convention that $A N D_{\{1,2, \ldots, n\}}=0$. The corresponding quantum gate is basically the unbounded Toffoli gate

$$
U\left|x_{1}, \ldots, x_{n}, y\right\rangle=\left|x_{1}, \ldots, x_{n}, y \oplus\left(A N D_{\mathcal{S}}\left(x_{1}, \ldots, x_{n}\right)\right)\right\rangle
$$

Unlike Parity gate, for this gate, we will show our results for probabilistic algorithms. We will present a $O(\sqrt{n})$-query quantum algorithm to output one of the faults. We will also prove that our quantum detection algorithm makes optimum (up to a constant) number of calls to the faulty gate. We will then show a lower bound of $\Omega(n)$ for classically detecting whether any input of an AND gate is faulty with high probability. Similar to the parity gate, this bound is tight for a classical algorithm: The $i$ th input is faulty if the output of the gate on input $f_{i}$ is 1 .

### 5.6.1 Quantum detection algorithm

We can use the generalised unordered search from theorem 5.5.2 to detect a faulty input for a Toffoli gate with high probability.

Given $A N D_{\mathcal{S}}$, think of $x$ as $\sigma$, the characteristic vector of $S$ and take $Y=\left\{f_{1}, \ldots, f_{n}\right\}$. The action of querying the Toffoli gate can be written as

$$
T_{\mathcal{S}}\left|y_{1}, \ldots, y_{n}, b\right\rangle=\left|y_{1}, \ldots, y_{n}, b \oplus \bigwedge_{i \notin \mathcal{S}} y_{i}\right\rangle=\left|y_{1}, \ldots, y_{n}, b \oplus \bigwedge_{i: \sigma_{i}=0} y_{i}\right\rangle
$$

which we will use as the oracle gate to compute $g(\sigma, y)=\bigwedge_{i: \sigma_{i}=0} y_{i}$ for $y \in Y$.
By theorem 5.5.2, we can construct an oracle quantum circuit that uses $O(\sqrt{n})$ queries to $T_{\mathcal{S}}$ and outputs any $f_{j}$ such that $\wedge_{i \notin \mathcal{S}}\left(f_{j}\right)_{i}=1$ i.e. $j \in S$. Thus the position of the 0 in the output will indicate the position of a faulty input.

Theorem 5.6.1 For a (possibly) faulty Toffoli gate on $n$ inputs, there is a quantum circuit on $n$ inputs, making $O(\sqrt{n})$ calls to the faulty gate, whose output qubit indicates one of the faulty inputs with high probability.

## Faults in other quantum Boolean gates

Observe that our technique for determining faults in a Toffoli gate can be also used to determine faults for other quantum Boolean gates.

Parity: Though we described a quantum detection circuit for a Parity gate, the above technique can be also be used to detect faults. Instead of the Parity function, we will use its complement, an equivalent function $\oplus^{\prime}\left(x_{1}, \ldots, x_{n}\right)=1 \oplus\left(\oplus\left(x_{1}, \ldots, x_{n}\right)\right)$. The quantum analogue of this gate is the parity gate followed by an $X$ gate on the target qubit, so the faulty lines are preserved in the modified gate.

Take $Y=\left\{e_{1}, \ldots, e_{n}\right\}$. The action of the faulty gate can be described as, for $y \in Y$,

$$
\bigoplus_{S}\left|y_{1}, \ldots, y_{n}, b\right\rangle=\left|y_{1}, \ldots, y_{n}, b \oplus\left(\overline{\bigoplus_{i \notin S} y_{i}}\right)\right\rangle
$$

which is an oracle gate for $g\left(\sigma, e_{i}\right)=1$ iff $i \in S$.
After $O(\sqrt{n})$ queries, with high probability the output of the circuit is some $e_{i}$ such that $g\left(\sigma, e_{i}\right)=1$ i.e. $i \in S$.

### 5.6.2 Lower bounds

We show tight lower bounds for bounded error detection of faults for both the quantum Toffoli gate and the classical AND gate using the generalised lower bound techniques mentioned in Section 5.5.2.

Let $X=\{00 \ldots 0\}$ denote a set of gates with no faults and $Y=\left\{e_{1}, \ldots, e_{n}\right\}$ denote a set of gates with exactly one faulty input. Take $R=X \times Y$. Let $Z=\left\{f_{1}, \ldots, f_{n}\right\}$. Observe that, we can assume all queries are from $\left\{f_{i}\right\}$. For other queries, the output is always 0 or 1 irrespective of the input. Then the Toffoli gate acts as an oracle gate for the following function: $g\left(\sigma, f_{i}\right)=\bigwedge_{\sigma_{j}=0}\left(f_{i}\right)_{j}=1$ iff $i$ is the only faulty input. For any gate $t \in X \cup Y$, let $\sigma_{t}$ denote the characteristic vector of the fault set of that gate.

For $x=00 \ldots 0$, there are $n$ elements in $Y$ such that $(x, y) \in R$. On the other hand for any $e_{i} \in Y$, there is exactly one $x \in X$ such that $(x, y) \in R$. Then in Theorem 5.5.3, $m=n$, $m^{\prime}=1$. To compute $l$, observe that for any $f_{i}, e_{i}$ is the only gate such that $g\left(00 \ldots 0, f_{i}\right) \neq$ $g\left(\sigma_{e_{i}}, f_{i}\right)$ so $l=1$. On the other hand, for any $e_{i} \in Y, g(00 \ldots 0, f) \neq g\left(\sigma_{e_{i}}, f\right)$ only if $f=f_{i}$; so $l^{\prime}=1$. Substituting these values in the theorem, we get the following lower bound for any circuit that can distinguish between $X$ and $Y$ :

Corollary 5.6.2 Any quantum oracle circuit that can detect if an n-input Toffoli gate has one or no faulty input lines with high probability, makes $\Omega(\sqrt{n})$ queries to the gate.

For the classical AND gate, we will use Theorem 5.5.4. Using $\mathcal{A}=X, \mathcal{B}=Y$ and using the same relation $R$ as above, we can use similar counting arguments to obtain the following lower bound for randomised fault detection of AND gates.

Corollary 5.6.3 Any randomised algorithm which detects if an AND gate on n inputs has exactly one or no faulty inputs with high probability requires $\Omega(n)$ calls to the faulty gate.

### 5.6.3 Path query model for directed graphs

We would like to point out an interesting correspondence of the fault detection problem with the following graph problem which is of independent interest FIND ${ }_{\text {Path }}$ : Assume we are given a directed acyclic graph $G=(V, E)$ on $n$ vertices where there is a self-loop on every vertex. One of the vertices $v^{*} \in V$ is secretly marked and our goal is to find it. We are allowed to ask if there is a path from any vertex to $v^{*}$. ${ }^{4}$

It turns out that this problem is related to finding faults of an AND gate. The similarity will be evident if we consider another related problem FIND SUBSET : Given a set $S$ of $n$ elements, to find a hidden subset $s \subseteq S$. We are allowed to query, for any subset $x$, is $x \subseteq s$ ? Observe that FIND $_{\text {SUBSET }}$ is a special case of FIND $_{\text {PATH }}$ with $G$ as the $n$ dimensional hypercube. The vertices of $G$ are labelled by subsets of $S$ and there is a directed edge between from $x$ to $y$ if $y$ is $x$ and exactly one new element. Then, a path exists from $x$ to $s$ in $G$ if and only if $x \subseteq y$.

Next we show that FIND Subset $^{\text {is equivalent to finding faults in an AND gate. A }}$ FIND $_{\text {SUBSET }}$ for $S=\{1, \ldots, n\}$ and hidden subset $s$ is equivalent to a faulty $n$-bit gate $A N D_{s}$ (the $i$ th input is faulty iff $i \in s$ ). A subset query $x \subseteq s$ is the same as $A N D_{s}(\bar{x})$

[^14]where $\bar{x}$ is the complement of the characteristic vector for $x\left(\bar{x}_{i}=0\right.$ iff $\left.i \in x\right)$. This equivalence will be used in the lower bound proof below.

For the general problem of FIND PATH, , the marked vertex $v^{*}$ can be found using $O(n)$ path-queries by a simple algorithm described next. The algorithm first finds any vertex $v$ that has a path to $v^{*}$. It then creates a traversal tree for $C$ rooted at $v$. Finding $v^{*}$ then amounts to travelling down the tree along any branch that reaches $v^{*} ; v^{*}$ is the last vertex on that branch to have a path to $v^{*}$. The worst case query complexity is also $\Omega(n)$ - consider a star graph and mark one of the $n-1$ edge vertices; any algorithm which is given the graph and asks fewer than $n-2$ queries cannot reliably determine which vertex is marked.

### 5.7 Conclusion

In this chapter, we considered a fault model where inputs to a Boolean gate might not be connected to the internal gate hardware. We noticed that the Parity gate, which we believe is harder than the AND gate in a complexity theoretic sense, can be diagnosed more efficiently for such faults. We also showed that it is more efficient to detect faults in quantum gates computing these functions than the classical gates.

For both the Boolean functions considered here, Parity and AND, a classical circuit can detect faults in the corresponding classical gates using $n$ queries. For AND, query the gate on $f_{1}, \ldots, f_{n}$ successively; if the output on $f_{i}$ is 1 , then the $i$-th input is faulty. For a Parity gate, query the gate on $e_{1}, \ldots, e_{n}$; the output on $e_{i}$ is 0 if and only if the $i$-th input is faulty. But it is not clear if there is any non-trivial upper bound to the number of queries for any general Boolean function.

Similarly, we do not know if there is a general lower bound for classical circuits, for either deterministic or probabilistic detection. For example, detecting the faulty input in a Majority gate ${ }^{5}$ with only one fault can be done in $\left\lceil\log _{2} n\right\rceil$ queries. Consider the case

[^15]that $n$ is odd (the other case is similar). Observe the output of the gate on $\lfloor n / 2\rfloor 0$ 's and $\lceil n / 2\rceil 1$ 's. If the output is 1 , then the fault is within the inputs which were set to 0 and vice versa. This strategy can be used to binary search for the faulty input. We believe the bound is tight.

Quantum techniques might turn out to be more efficient in determining the sensitivity of a function. Consider the query complexity of distinguishing between $s(f)=0$ and $s(f)=1$, given only black box access to $f$. Whereas $s(f)=0$ implies $f$ is a constant function, $s(f)=1$ can be shown to imply that $f$ is balanced (exactly half of the inputs evaluate to 0 ). While any classical deterministic algorithm must make $\Omega\left(2^{n}\right)$ queries to $f$, using the well known Deutsch-Jozsa algorithm [DJ92], there is quantum algorithm to distinguish between these two cases using one query to $f$. However, the technique cannot be generalised to other values of $s(f)$. The query complexity of $s(f)$ is somewhere between $\Omega(n)$ and $O\left(2^{n}\right)$; it would be interesting to close the gap. In addition to it, it would be worthwhile to investigate what additional properties of $f$ would make it easier to determine $s(f)^{6}$.

We also considered a graph problem which bears an interesting relation to finding faults of an AND gate. As we showed earlier, the deterministic query complexity for the finding a marked vertex using path queries is $\Theta(n)$; however we also showed that for a hypercube with $m$ vertices, the query complexity is much lower, $\Theta(\log m)$. We would like to ask what, if any, is the relation of the path-query complexity to any structural property of the graph.

There are a several other natural extensions of the topics discussed here which may be worth pursuing. One is to use the techniques examined here to find defects in more complicated circuits, specifically circuits involving several gates and different types of gates. Some of the techniques discussed here are fairly general and might be applicable for other gates as well, e.g. the quantum circuit construction for the faulty Toffoli gate. A second extension is to try to find automatic fault correction strategies for faulty gates and

[^16]circuits. Such strategies often go hand in hand with fault detection in the classical case. We leave the exploration of these ideas for future research.
"... It is wrong to think that the task of physics is to find out how nature is ... (Niels Bohr)

Us: How are you, Nature?
Nature: Don't ask, I have a terrible headache."

- Frederic Green

In this concluding chapter we take a break from formulating and answering questions and instead summarise the main ideas of this thesis. We also discuss some potential future directions and mention some relevant research areas that were out of scope for discussions in the previous chapters.

### 6.1 Quantum complexity classes

As mentioned earlier, in complexity theory, problems are classified among classes based on their resource usage ${ }^{1}$. The goal is to study the basic properties of the classes instead of the individual problems and organise them in a hierarchical manner. Apropos classical and quantum circuits, the functions computed by them can be similarly classified among circuit classes. Some of the results we described earlier can be understood in terms of the quantum circuit classes. In Table 6.1 below, we list the quantum classes and compare them with their classical counterparts. The classification is for polynomial size circuits

[^17]and based on the depth of the circuits (the superscript $k$ denotes circuits with depth $\left.O\left(\log ^{k} n\right)\right)$ and the types of the gates used therein. Note that fanout is usually taken for granted in a classical circuit, so there is no version of a classical circuit class with fanout gates.

| $\mathrm{NC}^{k}: N O T$ gates and bounded |
| :--- | :--- |
| fanin $A N D, O R$ gates |$\quad \mathrm{QNC}^{k}:$ single qubit and CNOT gates

Table 6.1: Circuit classes based on the types of the constituent gates

For the classical classes, all we know is $N C^{k} \subseteq A C^{k} \subseteq A C C^{k} \subseteq \mathrm{TC}^{k} \subseteq N C^{k+1}$ for any $k \geq 0$ and specifically $\mathrm{NC}^{0} \subset \mathrm{AC}^{0} \subset \mathrm{ACC}[2]$ ([FSS84]). Also, the Razborov/Smolensky Theorem [Raz87, Smo87] says that for any relatively prime $q, p, \operatorname{ACC}[q] \neq \operatorname{ACC}[p]$, and hence $\mathrm{ACC}[q] \nsubseteq \mathrm{AC}^{0}$. Nothing much is known about the rest of a huge number of classes.

The number of classes for quantum circuits is even larger. Surprisingly and happily, however, many of them are either the same or are very close, unlike the corresponding classical classes. Since the parity gate and the fanout gate are constant depth-equivalent, it is immediate that $\mathrm{QAC}_{\mathrm{wf}}^{0}=\mathrm{QACC}_{\mathrm{wf}}[2]=\operatorname{QACC}[2]$. It is also immediate that for all $k$, $\mathrm{QAC}_{\mathrm{wf}}^{k}=\mathrm{QACC}_{\mathrm{wf}}^{k}[2]=\mathrm{QACC}^{k}[2]$. Since it is possible to fanout $n$ copies in $\log n$ depth using CNOT (via divide and conquer), we also have $\mathrm{QAC}^{k} \subseteq \mathrm{QAC}_{\mathrm{wf}}^{k} \subseteq \mathrm{QAC}^{k+1}$. We do not know yet if $\mathrm{AC}^{0} \subset \mathrm{QAC}^{0}$ (the former uses fanout) but for all $k, \mathrm{NC}^{k} \subseteq \mathrm{QNC}_{\mathrm{wf}}^{k}$, $A C^{k} \subseteq \mathrm{QAC}_{\mathrm{wf}}^{k}$ and so on. In chapter 3, we explicitly showed how to construct a single circuit for each $k$ that can simulate all circuits in $\mathrm{QAC}_{\mathrm{wf}}^{k}$ and $\mathrm{QACC}_{\mathrm{wf}}^{k}$.

Even more interestingly, although the classical $\operatorname{ACC}[m]$ classes could be incomparable as we mentioned above, for quantum classes the opposite turns out to be true:
$\operatorname{QACC}[m]=\operatorname{QACC}[2]$ for all $m$ [GHMP02]. This is exactly the opposite of what we expect from Razborov/Smolensky: ACC $[p] \neq \mathrm{ACC}[2]$ for any prime power $p$. Regarding constant-depth bounded fanin circuits, even though they cannot compute much on their own, it turns out that they are very powerful with fanout: Each of the classes $Q_{\text {N }}^{0}{ }_{w f}^{0}$, $\mathrm{QAC}_{\mathrm{wf}}^{0}$, or $\mathrm{QTC}_{\mathrm{wf}}^{0}$ can simulate any of the other two with two-sided polynomially small error [HŠ05], so they roughly possess the same power.

### 6.2 Analysis of quantum circuits

The quantum circuits that are ${ }^{2}$ used in quantum computers may or may not be more complicated than the kinds we considered in the thesis. However, other than showing explicit constructions, another another major goal of this thesis was to analyse these circuits relative to our understanding of classical circuits and try to quantify their efficiencies and deficiencies. We mentioned earlier that $\mathrm{QAC}^{0}$ is probably weaker than its classical counterpart $A C^{0}$ due to the lack of unbounded fanout but other than that we did not emphasise the weakness of a quantum circuit relative to a classical circuit in this thesis.

In the previous chapters we mostly discussed unbounded fanin circuits with single qubit gates and multi-qubit Toffoli and/or parity gates with or without fanout gates. Structurally, there are two ways such a circuit is different than an unbounded fanin classical circuit. One is the usage of the single qubit gates which are the primary sources of entanglement and creates superposition. Observe that the Toffoli gate, the parity gate and the fanout gate are basically classical gates. The other is the restriction of fanout.

Here we would like to point out an interesting resemblance between quantum and classical circuits. Quantum circuits without any ancillæ and fanout behave very much like classical bounded fanin circuits. Without unbounded fanout, the unbounded fanin gates are not capable of quickly mixing up information to generate a complex output. The number of gates in a circuit with no fanout gate is bounded by the product of the

[^18]depth and the total number of qubits (inputs and ancillæ), so unlike the classical circuits, the number of ancillæ qubits in a quantum circuit is an important resource. It would be interesting to come up with explicit functions which cannot be computed with up to a limited number of ancillæ but can be computed with lots of ancillæ. We would also like to conjecture that for any particular function, a minimum number of gates are required for any quantum circuit to compute it irrespective of the number of ancillæ. The issue of the necessity of ancillæ in quantum computations is a murky one. It is generally accepted that a limited number (polynomially many relative to the number of inputs) are allowed. This seems reasonable as it allows polynomial extra space in which to carry out a computation. However, it is possible to approximate any unitary operator with a small set of universal gates without ancillæ (although one needs circuits of exponential depth and size in order to do so [NC00]). Nielsen addressed this question partly in [Nie06], where he related the minimum size required to exactly implement a specified $n$-qubit quantum operator without using ancillæ to the length of the minimal geodesic between the operator and the identity operator (length of the geodesic is defined appropriately).

The size of any quantum circuit is upper bounded by the product of its depth and the number of its qubits, including ancillæ. Thus, any bound on the amount of ancillæ required to compute a particular function will also contain insight about the size requirements of that function. A systematic investigation into the absolute necessity of ancillæ for efficient quantum circuits would be an excellent future research direction.

In chapter 2 we surveyed some existing results which show the surprising power provided by allowing fanout gates in constant depth quantum circuits. In the later chapter, we took different approaches to answer the problem of whether, in the presence of single qubit gates, these gates are strictly more powerful than (unbounded) Toffoli gates and are necessary for simulating stronger classes. We seek to fill a gap in our understanding of the relative power of Toffoli and fanout gates in quantum circuits, partly because fanout is a trivial operation for classical circuits. Roughly speaking, we know that given fanout, we can do fanin, where by fanin we mean the characteristic property of the quantum gates,
for example the Toffoli gate, in which one output qubit of the gate depends on the values of (unbounded) many inputs qubits. But can fanout do more? Are generalised Toffoli gates and fanout gates equivalent in power, up to polynomial size and constant depth; i.e., are $Q A C^{0}$ and $Q A C_{w f}^{0}$ equal? We believe they are not, and thus that fanout gates are strictly more powerful. The main result of chapter 4 was that one cannot compute parity (and hence fanout) with QAC $^{0}$ circuits without using any ancillæ and gave evidence that $\mathrm{QAC}^{0}$ and $\mathrm{QAC}_{\mathrm{wf}}^{0}$ may be different.

Polynomial representation A very common technique for analysing classical Boolean formulæ, Boolean circuits and arithmetic circuits is by representing them as polynomials. Unfortunately, there has been no known successful representation of quantum circuits using polynomials to date. One of the difficulty seems to be the presence of amplitudes. The amplitudes contain global information about which states are entangled and how. Conceptually a quantum gate can change the value of the states or amplitudes or both making it difficult for any polynomial to accurately describe the state of only the relevant group of qubits.

Our approach in chapter 4 was motivated by this idea but ended up being insufficient to analyse circuits even with 1 ancilla. There have been some recent attempts in this direction. In [DHH $\left.{ }^{+} 05\right]$, Dawson et. al. represented the probability that of observing, say, 0 in the measurement qubit for a particular input as a polynomial over $\mathcal{Z}_{2}$. They used that to give another proof that BQP (class of bounded-error problems which could be solved by polynomial size quantum circuits) is contained in the class $P P$ (class of problems solved by probabilistic classical algorithms). They used the sum-over-paths approach which can be viewed as the discrete version of the path integral method of standard continuous-time quantum mechanics. This representation does not directly expose the depth of a circuit in a suitable way to allow it to be used directly to answer the questions we discussed in this thesis. However, we believe this approach can be used to analyse circuits with respect to their size.

### 6.3 Quantum query complexity

In chapter 5, we discussed a specific kind of faulty gates where some of the inputs might not be connected to the gate's output. Our goal was to detect the faulty inputs by using the faulty gate on as few inputs as possible. We considered classical gates computing specific symmetric Boolean functions and also considered quantum gates computing the same. We showed how our fault detection problem is related to determining input sensitivity of Boolean functions. There are several versions of sensitivity e.g. average sensitivity, block sensitivity, which are important complexity measures of functions. The complexity of estimating these values given query access to the function is an interesting research direction which might shed light on the complexity of the sensitivity function itself.

In chapter 5 we also showed how to relate quantum query complexity to quantum circuits. We extended two widely used query complexity results by allowing general algebraic functions for the query steps instead of querying the bits of the input. These results are of independent interest. Algebraic query complexity for quantum circuits would be an interesting area of research. In an algebraic decision tree, we are essentially trying to compute one function with the help of another function. This can help us in understanding the hardness of a function relative to another function e.g. how hard is it to simulate a Toffoli gate using parity gates.

In this thesis we analysed certain types of quantum circuits with an aim to understand what gives them their power beyond classical circuits and in general. We mostly looked at circuits with simple structures that can act as building blocks for complicated circuits. Our focus was both explicit construction and mathematical analysis as and when necessitated. We hope this study will be helpful in understanding complex quantum circuits and quantum computing in general.
ajo nityah sasvato 'yam purano na hanyate hanyamane sarire
He is unborn, eternal, undying, primeval and does not end when the body is slain.

- Srimat Bhagavad Gita 2.20
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[^0]:    ${ }^{1}$ (Off the record) and, how to steal without getting caught.
    ${ }^{2}$ Not many Indian restaurants in the USA serve this stuffed flat-bread delicacy.
    ${ }^{3}$ self-proclaimed

[^1]:    ${ }^{4}$ Though this thesis was typed, all the results were first proved on rough papers, the unsung heroes of academic life.

[^2]:    ${ }^{1}$ The name Computer Science is a misnomer in that sense. But we will not bother ourselves with that here.
    ${ }^{2}$ This is my modest attempt to acknowledge coffee, which is very essential for great research. As Alfréd Rényi once said, "... a mathematician is a machine for converting coffee into theorems". Free food is another very important resource for graduate students.

[^3]:    ${ }^{3}$ To other fields e.g. physics, our models might seem too simplistic.
    ${ }^{4} \mathrm{An}$ important resource for a Turing machine could be the number of states or the time taken; for a circuit it could be the number of gates used or the types of the gates.

[^4]:    ${ }^{5}$ Depth of a circuit is the maximum number of gates from the output to any input.

[^5]:    ${ }^{1}$ Classically, a bit might represent the level of voltage. Similarly, a qubit might correspond to the spin of an electron or the polarity of light. It should be kept in mind that due to the wave-particle duality nature of the quantum carrying elements, a qubit might not physically flow through the wires.

[^6]:    ${ }^{2}$ The basic idea of the no-cloning theorem is that creating copies of arbitrary quantum states is a non-unitary operation.

[^7]:    ${ }^{3}$ This set of gates is called as the Clifford group and circuits constructed only using gates from this group are known as Stabilizer circuits.

[^8]:    ${ }^{1}$ For example, halting problem. It is logically impossible to always decide if any well structured program will ever halt [Tur36].

[^9]:    ${ }^{1}$ The general statement is if $|\Psi\rangle$ and $|\Phi\rangle$ have an Euclidean distance at most $\epsilon$, then for any set of measurement operators, the respective probabilities of obtaining a particular outcome differ by at most $2 \epsilon$. For this and other details on distance measures in quantum computing, see [NC00, KSV02].

[^10]:    ${ }^{2}$ For $x \in\{0,1\}^{n}$, let $x^{i}$ denote $x$ with its $i$ th bit flipped. Then formally, $s_{\min }(f)=\min _{x}\left|\left\{i \mid f(x) \neq f\left(x^{i}\right)\right\}\right|$. This is different than the usual notion of sensitivity of $f$ [Nis89]: $s(f)=\max _{x}\left|\left\{i \mid f(x) \neq f\left(x^{i}\right)\right\}\right|$. We will revisit this notion in Chapter 5.

[^11]:    ${ }^{1}$ Yes, it is usually unreasonable to assume multiple exact copies of the same faulty gate; faults are not so well-behaved to be consistent across gates. But in our theoretical study on the properties of the fault and the gates, we will assume that our faulty gates are identically faulty. Moreover, section 5.3 tries to explain some cases where this might be possible.

[^12]:    ${ }^{2}$ A reversible way to compute a function $f$ by a quantum gate is $\left|x_{1}, \ldots, x_{n}, y\right\rangle \rightarrow$ $\left|x_{1}, \ldots, x_{n}, y \oplus f\left(x_{1}, \ldots, x_{n}\right)\right\rangle$

[^13]:    ${ }^{3}$ http:/ /www.pld.ttu.ee/diagnostika/theory/fault.html

[^14]:    ${ }^{4}$ Here is a tongue-in-cheek application of this problem. Say, King Arthur wants to promote tourism in his kingdom but does not want to reveal the location of his legendary castle of Camelot[Wika]. Feel free to time travel but keep a foot in 21st century, for his tourism ministry has created an elaborate underground subway by which anyone can travel from any place to any other place, including the castle, yet not know the route or the geographical location. Everybody is otherwise tourist friendly, so maps are readily available showing all the cities in the kingdom. FIND ${ }_{\text {PATH }}$ deals with the problem of finding the city with the castle of Camelot!

[^15]:    ${ }^{5} M A J_{n}\left(x_{1}, \ldots, x_{n}\right)=1$ iff $\sum_{i} x_{i} \geq n / 2$

[^16]:    ${ }^{6}$ E.g., can we relate the query complexity of $s(f)$ to $s(f)$ itself ?

[^17]:    ${ }^{1}$ Strictly speaking, a particular problem does not use any resource, but an algorithm for that problem does. For classification, usually the worst-case and sometimes the average-case usage is considered.

[^18]:    ${ }^{2}$ Read: will be

