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## Boolean Functions



## Walsh and Autocorrelation Spectrum

Walsh function of a function $f:\{0,1\}^{n} \longrightarrow\{0,1\}$ is defined as the following function from $\{0,1\}^{n}$ to $\mathbb{R}[-1,1]$

$$
\text { for } y \in\{0,1\}^{n}, \quad \hat{f}(y)=\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}}(-1)^{f(x)}(-1)^{x \cdot y}
$$

where $x \cdot y$ stands for the $0-1$ valued expression $\oplus_{i=1 \ldots n} x_{i} y_{i}$ :
Autocorrelation function of the function f is defined as the following transformation from $\{0,1\}^{n}$ to $\mathbb{R}[-1,1]$.
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## Walsh and Autocorrelation Spectrum

- Shannon in his paper ${ }^{1}$ related Walsh spectra and Autocorrelation spectra to confusion and diffusion of cryptosystems respectively.
- Boolean functions with low absolute Walsh sprectral values resist linear cryptanalysis.
- Boolean function with low absolute autocorrelation values resist differential cryptanalysis.
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## Quantum in a Page

- Qubits are the quantum version of classical bits. E.g., $|0\rangle,|1\rangle$.
- A quantum state is a configuration of the qubits. It is denoted by a ket
- A fundamental principle in quantum computing is superposition
- The squares of the amplitudes add up to one. Normalization is very important in a quantum state.
- Oracles are quantum black-boxes and are denoted by $U_{f}$. They act as $U_{f}|x\rangle|a\rangle \longrightarrow|x\rangle|a \oplus f(x)\rangle$
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- A fundamental principle in quantum computing is superposition.

$$
|\psi\rangle=\frac{1}{\sqrt{2}}|0\rangle+\frac{1}{\sqrt{2}}|1\rangle .
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- The squares of the amplitudes add up to one. Normalization is very important in a quantum state.
■ Oracles are quantum black-boxes and are denoted by $U_{f}$. They act as
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## Quantum Algorithm for Walsh Spectrum

- Due to Parseval's identity which is
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\sum_{x \in\{0,1\}^{n}}(\hat{f}(x))^{2}=1
$$

it was easy to design a quantum algorithm for the Walsh sepctrum.

- It was indeed readily available as Deutsch-Jozsa algorithm.
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- So, on sampling a constant number of times and with linear number of gates, we can obtain points with high Walsh coefficient value.
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The sum-of-squares indicator for the characteristic of $f$ is defined as
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- A small $\sigma_{f}$ indicates that a function satisfies the global avalanche criteria (GAC)


## Preliminaries: Sum of Squares

The sum-of-squares indicator for the characteristic of $f$ is defined as

$$
\sigma_{f}=\sum_{a \in \mathbb{F}_{2}^{n}} \breve{f}(a)^{2}
$$

- In particular, $\sigma_{f}=1$ if $f$ is a Bent function and $\sigma_{f}=2^{n}$ if $f$ is a linear function.
- A small $\sigma_{f}$ indicates that a function satisfies the global avalanche criteria (GAC)


## Preliminaries: Sum of Squares

The sum-of-squares indicator for the characteristic of $f$ is defined as

$$
\sigma_{f}=\sum_{a \in \mathbb{F}_{2}^{n}} \breve{f}(a)^{2}
$$

- In particular, $\sigma_{f}=1$ if $f$ is a Bent function and $\sigma_{f}=2^{n}$ if $f$ is a linear function.
- A small $\sigma_{f}$ indicates that a function satisfies the global avalanche criteria (GAC).


## Preliminaries: Derivative of a Boolean Function

- Given a point $a \in\{0,1\}^{n}$, the (first-order) derivative of an $n$-bit function $f$ at $a$ is defined as

$$
\Delta f_{a}(x)=f(x \oplus a) \oplus f(x)
$$

- For a list of points $\mathcal{A}=\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ (where $\left.k \leq n\right)$ the $k$-th derivative of $f$ at $\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ is recursively defined as

where $\Delta f_{a_{1}, a_{2}, \ldots, a_{k-1}}^{(k-1)}(x)$ is the $(k-1)$-th derivative of $f$ at points
$\left(a_{1}, a_{2}, \ldots, a_{k-1}\right)$.


## Preliminaries: Derivative of a Boolean Function

- Given a point $a \in\{0,1\}^{n}$, the (first-order) derivative of an $n$-bit function $f$ at $a$ is defined as

$$
\Delta f_{a}(x)=f(x \oplus a) \oplus f(x)
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■ For a list of points $\mathcal{A}=\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ (where $\left.k \leq n\right)$ the $k$-th derivative of $f$ at $\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ is recursively defined as
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## Preliminaries: Derivative of a Boolean Function

The $i$-th derivative of $f$ at $\mathcal{A}=\left(a_{1}, a_{2}, \ldots a_{i}\right)$ can be shown ${ }^{2}$ to be

$$
\Delta f_{\mathcal{A}}^{(i)}(x)=\bigoplus_{S \subseteq A} f(x \oplus S)
$$

where $X_{s}=\bigoplus_{a \in S} a, f(x \oplus S)=f\left(x \oplus X_{s}\right)$ and $S \subseteq A$ indicates all possible sub-lists of $\mathcal{A}$ (including duplicates, if any, in $\mathcal{A}$ ).
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■ Higher-order derivatives form the basis of many cryptographic attacks, especially those that generalize the differential attack technique against block ciphers such as Integral attack, AIDA, cube attack, zero-sum distinguisher, etc.

- If the non-trivial $i^{t h}$ derivatives of the function are constant for small $i$, then we can use that fact to mount attacks on the cryptosystem
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The final state of this circuit is given as

$$
\begin{aligned}
|\psi\rangle= & |1\rangle \sum_{y}\left[\frac{1}{2^{n}} \sum_{x}(-1)^{(x \cdot y)}(-1)^{f(x) \oplus f(x \oplus a)}\right]|y\rangle|a\rangle \\
& =|1\rangle \sum_{y} \widehat{\Delta f_{a}}(y)|y\rangle|a\rangle
\end{aligned}
$$

## Autocorrelation Sampling

## Lemma

$\breve{f}(a)=\widehat{\Delta f_{a}^{(1)}}\left(0^{n}\right)$

## Proof.

LHS is equal to $\frac{1}{2^{n}} \sum_{x}(-1)^{f(x)}(-1)^{f(x \oplus a)}=\frac{1}{2^{n}} \sum_{x} \Delta f_{a}^{(1)}(x)$. Now observe that $\Delta f_{a}^{(1)}\left(0^{n}\right)=\frac{1}{2^{n}} \sum_{x} \Delta f_{a}^{(1)}(x)$ and this proves the lemma.

## Quantum Algorithm for Autocorrelation Sampling

1: Start with three registers initialized as $|1\rangle,\left|0^{n}\right\rangle$, and $\left|0^{n}\right\rangle$.
2: Apply $H^{n}$ to $R_{3}$ to generate the state $\frac{1}{\sqrt{2^{n}}} \sum_{b \in \mathbb{F}_{2}^{n}}|1\rangle\left|0^{n}\right\rangle|b\rangle$.
3: Apply $H o D J_{n}^{1}$ on the registers $R_{1}, R_{2}$ and $R_{3}$ to generate the state

$$
|\Phi\rangle=\frac{1}{\sqrt{2^{n}}}|1\rangle \sum_{b \in \mathbb{F}_{2}^{n}} \sum_{y \in \mathbb{F}_{2}^{n}} \widehat{\Delta f_{b}^{(1)}}(y)|y\rangle|b\rangle .
$$

4: Apply fixed-point amplitude amplification ${ }^{3}$ on $|\Phi\rangle$ to amplify the probability of observing $R_{2}$ in the state $|0\rangle$ to $1-\delta$ for any given constant $\delta$
5: Measure $R_{3}$ in the standard basis and return the observed outcome
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## Quantum Algorithm for Autocorrelation Sampling



The final state of the circuit is given as

$$
|\psi\rangle=|1\rangle \otimes\left|0^{n}\right\rangle \otimes\left(\frac{1}{\sqrt{2^{n}}} \sum_{b} \breve{f}(b)|b\rangle\right)+\sum_{y}|1\rangle|y\rangle \otimes\left(\frac{1}{\sqrt{2^{n}}} \sum_{b} \widehat{\Delta f_{b}}(y)|b\rangle\right)
$$

## Quantum Algorithm for Autocorrelation Sampling

## Theorem

The observed outcome returned by the above algorithm is a random sample from the distribution $\left\{\breve{f}(a)^{2} / \sigma_{f}\right\}_{a \in \mathbb{F}_{2}^{n}}$ with probability at least $1-\delta$. The algorithm makes $O\left(\frac{2^{n / 2}}{\sqrt{\sigma_{f}}} \log \frac{2}{\delta}\right)$ queries to $U_{f}$ and uses $O\left(n \frac{2^{n / 2}}{\sqrt{\sigma_{f}}} \log \frac{2}{\delta}\right)$ gates altogether.

## Classical Autocorrelation Estimation at a point a

- Observe that $\breve{f}(a)=\frac{1}{2^{n}} \sum_{x}(-1)^{f(x)}(-1)^{f(x \oplus a)}=\mathbb{E}_{x}\left[X_{x}\right]$ where the $\pm 1$-valued random variable $X_{x}=(-1)^{f(x) \oplus f(x \oplus a)}$ is defined for $x$ chosen uniformly at random from $\{0,1\}^{n}$.
- The number of samples needed if we were to classically estimate $\breve{f}($ a) with accuracy $\epsilon$ and error $\delta$ is $O\left(\frac{1}{\epsilon^{2}} \log \frac{1}{\delta}\right)$.
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## Quantum Autocorrelation Estimation at a point a I

Require: Parameters: $\epsilon$ (confidence), $\delta$ (error)
1: Start with four registers of which $R_{1}$ is initialized to $|a\rangle, R_{2}$ to $|0\rangle$, and $R_{3}, R_{4}$ to $\left|0^{n}\right\rangle$.
2: Apply these transformations.

$$
\begin{aligned}
& |a\rangle|0\rangle\left|0^{n}\right\rangle\left|0^{n}\right\rangle \\
& \xrightarrow{H^{n} \otimes H^{n}}|a\rangle|0\rangle\left(\frac{1}{\sqrt{2^{n}}} \sum_{x}|x\rangle\right)\left(\frac{1}{\sqrt{2^{n}}} \sum_{y}|y\rangle\right) \\
& \xrightarrow{\text { CNOT }}|a\rangle|0\rangle\left(\frac{1}{\sqrt{2^{n}}} \sum_{x}|x\rangle\right)\left(\frac{1}{\sqrt{2^{n}}} \sum_{y}|y \oplus a\rangle\right) \\
& \xrightarrow{U_{f} \otimes U_{f}}|a\rangle|0\rangle\left(\frac{1}{\sqrt{2^{n}}} \sum_{x}(-1)^{f(x)}|x\rangle\right)\left(\frac{1}{\sqrt{2^{n}}} \sum_{y}(-1)^{f(y \oplus a)}|y \oplus a\rangle\right) \\
& \xrightarrow{\text { CNOT }}|a\rangle|0\rangle\left(\frac{1}{\sqrt{2^{n}}} \sum_{x}(-1)^{f(x)}|x\rangle\right)\left(\frac{1}{\sqrt{2^{n}}} \sum_{y}(-1)^{f(y \oplus a)}|y\rangle\right) \quad \triangleright \text { Uses reusable }|-\rangle
\end{aligned}
$$

## Quantum Autocorrelation Estimation at a point a II

$$
=|a\rangle|0\rangle|\psi\rangle\left|\phi_{a}\right\rangle
$$

■ Normalized state $\frac{1}{\sqrt{2^{n}}} \sum_{x}(-1)^{f(x)}|x\rangle$ denoted $\psi$
■ Normalized state $\frac{1}{\sqrt{2^{n}}} \sum_{y}(-1)^{f(y \oplus a)}|y\rangle$ denoted $\phi_{a}$
3: Apply $S T$ on $R_{2}, R_{3}$ and $R_{4}$ to obtain

$$
|a\rangle\left[|0\rangle \otimes \frac{1}{2}\left(|\psi\rangle\left|\phi_{a}\right\rangle+\left|\phi_{a}\right\rangle|\psi\rangle\right)+|1\rangle \otimes \frac{1}{2}\left(|\psi\rangle\left|\phi_{a}\right\rangle-\left|\phi_{a}\right\rangle|\psi\rangle\right)\right]
$$

4: $\ell \leftarrow$ estimate the probability of observing $R_{2}$ in the state $|0\rangle$ with accuracy $\pm \frac{\epsilon}{2}$ and error $\delta$
5: Return $2 \ell-1$ as the estimate of $|\breve{f}(a)|^{2}$

## Quantum Autocorrelation Estimation at a point a

## Theorem

The QAE algorithm makes $\Theta\left(\frac{\pi}{\epsilon} \log \frac{1}{\delta}\right)$ calls to $U_{f}$ and returns an estimate $\alpha$ such that

$$
\operatorname{Pr}\left[\alpha-\epsilon \leq \breve{f}(a)^{2} \leq \alpha+\epsilon\right] \geq 1-\delta
$$

## Estimation of Sum-of-Squares Indicator

- The sum of squares indicator is given as

$$
\sigma_{f}=\sum_{a \in \mathbb{F}_{2}^{n}} \breve{f}(a)^{2}
$$

## - Note that $1 \leq \sigma_{f} \leq 2^{n}$

■ Objective is to obtain an estimate of $\sigma_{f}$ with $\epsilon$ accuracy and $\delta$ probability of error
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Let $a, b, c$ be three random variables chosen uniformly at random from $\mathbb{F}_{2}^{n}$ such that $b \neq c$ and let $X_{a, b, c}$ be the $\pm 1$-valued random variable $(-1)^{f(a \oplus b)}(-1)^{f(a \oplus c)}$. Then,

$$
\begin{aligned}
\sigma_{f} & =\sum_{a \in \mathbb{F}_{2}^{n}} \breve{f}(a)^{2}=\sum_{a \in \mathbb{F}_{2}^{n}}\left[\frac{1}{2^{n}} \sum_{b \in \mathbb{F}_{2}^{n}}(-1)^{f(b) \oplus f(b \oplus a)}\right]^{2} \\
& =\frac{1}{2^{2 n}} \sum_{a \in \mathbb{F}_{2}^{n}}\left[2^{n}+\sum_{\substack{b \neq c \\
b, c \in \mathbb{F}_{2}^{n}}}(-1)^{f(a \oplus b) \oplus f(a \oplus c)]}\right. \\
& =1+\frac{1}{2^{2 n}} \sum_{\substack{a \in \mathbb{F}_{2}^{n} \\
b \neq c}}(-1)^{f(a \oplus b) \oplus f(a \oplus c)} \\
& =1+\left(2^{n}-1\right) \mathbb{E}_{a, b, c}\left[X_{a, b, c}\right]
\end{aligned}
$$

## Classical Estimation of Sum-of-Squares Indicator

- We estimate $\mathbb{E}\left[X_{a, b, c}\right]$ using multiple independent samples of $a, b, c$.
- Note that $\mathbb{E}\left[X_{a, b, c}\right]=\frac{\sigma_{f}-1}{2^{n}-1} \approx \frac{\sigma_{f}}{2^{n}}$
- We can estimate $\mathbb{E}\left[X_{a, b, c}\right]$ with $\epsilon^{\prime}$ accuracy and $\delta$ error in $O\left(\frac{1}{\epsilon^{\prime 2}} \log \frac{1}{\delta}\right)$ calls to $f()$.
- To estimate $\sigma_{f}$ with accuracy $\epsilon$, we set $\epsilon^{\prime}=\frac{\epsilon}{2^{n}-1} \approx \frac{\epsilon}{2^{n}}$
- Hence, the number of calls to $f()$ would be $O\left(\frac{2^{2 n}}{\epsilon^{2}} \log \frac{1}{\delta}\right)$
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■ To estimate $\sigma_{f}$ with accuracy $\epsilon$, we set $\epsilon^{\prime}=\frac{\epsilon}{2^{n}-1} \approx \frac{\epsilon}{2^{n}}$.
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## Quantum Estimation of Sum-of-Squares Indicator



- Remember that the final state of this circuit is

$$
|\psi\rangle=|1\rangle \otimes\left|0^{n}\right\rangle \otimes\left(\frac{1}{\sqrt{2^{n}}} \sum_{b} \breve{f}(b)|b\rangle\right)+\sum_{y}|1\rangle|y\rangle \otimes\left(\frac{1}{\sqrt{2^{n}}} \sum_{b} \widehat{\Delta f_{b}}(y)|b\rangle\right) .
$$

- Since the probability of observing the output $\left|0^{\otimes n}\right\rangle$ in $R_{2}$ is $\sigma_{f} / 2^{n}$, we ca estimate
$\sigma_{f}$ with an accuracy $\epsilon$ and error $\delta$ in $\Theta\left(\frac{2^{n}}{\epsilon} \log \frac{1}{\delta}\right)$ calls to $U_{f}$


## Quantum Estimation of Sum-of-Squares Indicator



- Remember that the final state of this circuit is

$$
|\psi\rangle=|1\rangle \otimes\left|0^{n}\right\rangle \otimes\left(\frac{1}{\sqrt{2^{n}}} \sum_{b} \breve{f}(b)|b\rangle\right)+\sum_{y}|1\rangle|y\rangle \otimes\left(\frac{1}{\sqrt{2^{n}}} \sum_{b} \widehat{\Delta f_{b}}(y)|b\rangle\right) .
$$

■ Since the probability of observing the output $\left|0^{\otimes n}\right\rangle$ in $R_{2}$ is $\sigma_{f} / 2^{n}$, we ca estimate $\sigma_{f}$ with an accuracy $\epsilon$ and error $\delta$ in $\Theta\left(\frac{2^{n}}{\epsilon} \log \frac{1}{\delta}\right)$ calls to $U_{f}$.

## Conclusion

- Autocorrelation is an important tool in constructing Boolean functions with good cryptographic properties and in performing differential attacks.
- We presented an extension of Deutsch-Jozsa algorithm that can be used to sample the Walsh spectrum of any higher order derivatives.
■ We presented an algorithm to sample according to the distribution of normalized autocorrelation spectral values.
- We presented techniques to estimate the autocorrelation coefficient value at a point $a$ and to estimate the Sum-of-Squares indicator of any given Boolean function.


# Thank you for your attention! Any questions? 

Hope you slept comfortably!
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