
CSE322 Theory of Comput. (L25)
P(k) = TIME(n^k)
P = P(0) U P(1) U P(2) U ...

EXP(k) = TIME(2^(n^k))
EXP = EXP(0) U EXP(1) U EXP(2) U ...

NP(k) = NTIME(n^k)
NP = NP(0) U NP(1) U NP(2) U ...



Show that P is a subset of NP
Show that NP is a subset of EXP
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coNP = { L : complement(L) is in NP }

P is included in both NP and coNP. Both NP and coNP are included in EXP.
Open: Is P = NP?
Open: Is NP = coNP?



RELPRIME = { <x,y> : x, y prime to each oth.}
Show that RELPRIME belongs to P.

PRIMES = { <x> : x is prime }
Open for a long time. In 2002, PRIMES was shown to belong to P.
COMPOSITES = { <x> : x is not a prime number }

Show that EQ-DFA is in P. How to calculate input length?
(EQ-NFA is not known to be in P.)

Q. Show that 2SAT is in P.
(3SAT is not known to be in P.)

Can you solve them ? (and get A+)

What is the complexity of PRIMES & COMPOSITES ?



Thm: P is a subset of NP is a subset of EXP.

(Not proved) Thm: P is a strict subset of EXP.

Open: Either P is not equal to NP or NP is not equal to EXP.
Prove whichever is true.



L is NP-hard if for EVERY H in NP, H <=mp L.
L is NP-complete if (a) L is in NP, and (b) L is NP-hard.
Suppose H is NP-complete. If H <=mp L, then L is NP-hard.

L1 <=mp L2 (L1 is polynomial-time many-one reducible to L2) if ...
there exists a many-one reduction from L1 to L2 that is polynomial-time.
Prove: L1 <=mp L2 and L2 <= L3 implies L1 <=mp L3.

How to prove that L is NP-complete?
1. Prove L is in NP     2. Prove L is NP-hard by reducing FROM
                              some NP-complete H.

First NP-complete problem: SAT

⩽    : poly-time many-one redn.m
p


